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1. Introduction
This is the final report of a project investigating the nature and development of expert-level
cognitive skills with the support of ONR Contract N00014-85-K-0524. It summarizes the

findings of two iongitudinal studies of cognitive skill acquisition, in which the skills of the
participating individuals were subjected to detailed cognitive analyses.

The accumplishments of this project fit into three broad categories. First, it has produced
two rich databases on human expertise that trace the transition from the novice level to some of
the highest levels of skilled performance systematically observed. Second, the aralyses of the
experts’ performance aave added depth and breadth to our understanding of the knowledge and
memory Jdynamics supposting exceptional levels of human performance. Third, it has
demonstrated the theoretical and practical value of the general approach to "knowledge
eugineering” enployed by this project.

This report first reviews the general issues motivating this research project and its
objectives. Subsequent sections summarize its main empirical, theoretical, and methodological
contributions. The final section discusses some practical implications of thiz work.

2. Issues and Objectives: Expertise, Knowledge, and Skilled Memory
The studies described here were motivated by several related issues. The objectives of this

project are reviewed in the context of these issues.

The most general goal was to refine our knowledge of what enablss experts to perform
demanding cognitive tasks with such extraordinary proficiency that most pzcple believe they
possess talents not found in the "normal” population. From an information-processing
perspective, understanding such exceptional performance involves asking questions such as:
How can we characterize experts’ information-processirg capabilities? What qualitative and/or
quantitaive differences account for the typically large disparity between the performance of
experts and novices? The general phrasing of these questions assumes that certain invariants
characterize expertise and its cognitive substrate across the variety of tasks or domains in which it
is demonstrated. Considering the fundamesitally adaptive nature of human expertise, however, it
is important to guestion this assumption and ask if expertise has any general, context-free
characteristics. If so, what methods might be most suited to detect thera? This project addressed
these issues by analyzing the cognitive structures and processes, particularly those related to
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memory, that support expert-level cognitive skills and their development in two domains,
mnemonic skill and meutal arithmetic.

The sccond general goal was to analyze and describe the knowledge that supports expert
level performance in the skills studied. Three distinct lines of prior research direct investigation
to expert knowledge, its representation, its use, and its acquisition. First, there is the skilled
memory effect, the superior memory experts typically exhibit for material found in their realm of
expertise. The very restricted nature of their memory advantage relative to novice controls links
this effect to their prior experience in a particular domain. The interpretation that a highly-
organized, domain-specific body of acquired knowledge accounts for this effect has received
substantial empirical support (cf. Chase, 1986; Simon, 1979; Tech. Rept. 89-2).

Second, the idea that knowledge is the foundation of expertise has been supported by the
capabilities of computer programs known as expert systems. Essentially, these programs codify
and use knowledge extracted from human experts in domains such as medical diagnosis, chemical
analysis, and computer system configuration to perform problem-solving and decision-making
tasks at levels at or near those of human experts (Duda & Shortliffe, 1983). Although these
systems may not represent, store, and operate upon this knowledge in ways that human experts
do, their capabilities show that the knowledge at their core is sufficient to produce expert
performance (Feigenbaum, 1989). Third, Chase & Ericsson’s (1981, 1982; Ericsson, C ‘se, &
Faloon, 1980) longitudinal study of the acquisition of mnemonic expertise directly linked
acquired knowledge to unquestionably exceptional performance. Collectively, studies of the
skilled memory effect expert systems, and the acquisition of cognitive skill converge upon the
conclusion that knowiedge, rather than general aptitudes or talents is the foundation of expertise.

This conclusion leads to a theoretical problem and another objective: to identify and
describe memory structures and processes that mediate experts’ application of knowledge. This
problem is called the "paradox of expertise” (Barsalou & Bower, 1984; Smith, Adams, & Schorr,
1978; Posner, 1988). The issue is to reconcile experts’ effective and efficient use of a large

knowledge base with the well-documented limitations that components of the human memcry
system impose upon information processing capacity (Miller, 1956; Shiffrin, 1976; Siraon, 1976).
This issue lies at the heart of Simon & Chase’s theory of expert skill (Chase. 1986; Chase &
Simou, 1973a, 1973b; Simon & Chase, 1973; Simon & Gilmartin, 1973; Simon, 1979) and its
offspring, the framework of theoretical principles that consititute skilled memory .eory (SMT)
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(Cbase & Ericsson, 1982; Technical Report 89-1). Sharing several key assumptions of its
precursor, SMT seeks to explain aspects of expert perfomance related to memory dynamics for
which the Chase-Simon theory could not account. Xey objectives of this project were to evaluate
SMT’s explanation of the paradox of expertise, particularly its generality, and beiter understand
the cognitive structures and processes that implement skilled memc ~y in specific expert skiils.

2.1. Principles of Skilled Memory

SMT postulates that expert-level performance depends upon expens’ efficient use of a vast,
domain-specific knowledge base. This implies that an expert’s knowledge base contains more
than just content knowledge; becoming an expert also involves developing memory management
skills. SMT asserts that through extensive practice in a particular domain, experts acquiie
knowledge structures and procedures for efficiently encoding and retrieving task-relevant
information in long-term memory (LTM). Three general principles describe how experts use
memory efficiently to excel in their particular domains.

The Mnemonic Storage Principle states that experts use abstract, semantic memory
structures develnped through extensive experience to quickly recognize and encode familiar
f)attems of information and maintain that information for Iater use. This priaciple essenfially
states that chunking is a mechanism experts use to process large amounts of information in a
limited capacity STM. Studies of expert mnemonists (Chase & Ericsson, 1981, 1982; Ericsson,
Chase, & Faloon, 1980) and exparts from domains such as chess (Chase & Simon, 1973a, 1973b),
tridge (Charness, 1979, the games of go (Reitman, 1976) and gomuku (Eisenstadt & Kareev,
1975), electronics (Egan & Schwartz, 1979), architecture (Akin, 1982), and computer
programining (McKeithen, Reitman, Rueter, & Hirtle, 1981) support this generalization. All
suggest that experts use knowledge acquired through years of practice in a particular domain and
stored as organized units in LTM to encode large emounts of information economically. \

The Retrieval Structure Principle states that aperts use their acquired understanding of
the material and tasks of a particular domain to create mechanisms for indexing chunks of
information in LTM in a way that facilitates their orderly recovery. Retrieval structures are
memory mechanisms that govern organized storage and retrieval of content information by
"addressing” information at the time of storage fo provide a systematic means of later retrieving

it. Their function is analogous to that served by cataiogue systems used in libraries or filing
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systems used in offices. Retrieval structures represent SMiX’s solution to the problems of
explaining the large number of chunks (sometimes in excess of the storage capacity of STM) that
experts can cuickly store and easily retrieve in a prescribed order.

Finally, the Speed-Up Principle states that the speed and reliability of both memory
encoding (i.e., chunking and LTM indexing) and retrieval processes increases with practice.
Assuming that LTM storage and retrieval times decrease continucusly with practice (Pirolli &
Anderson, 1985), this principle implies that with sufficient practice experts can store and access
virtually unlimited amounts of information in LTM with the speed and reliability normally
associated with STM siorage and retrieval.

How does the development of highly efficient LTM encoding and retrieval processes relate
to skilled performance? Theoretically, efficient and reliable storage ard retrieval processes
enable experts to circumvent basic information-processing limitations, particularly limited STM
capacity and relatively slow LTM encoding processes (Simon, 1976), that severely constrain
novice performance on most complex tasks. In effect, the development of skilled memory
enables experts to increase their working memory capacity for familiar maierials. Increasing the
amount of information available for processing and the speed at which it can be accessed should
increase the overall processing capacity of a system per unit of cime. To tke extent that complex
cognitive skills require the appropriate sequencing of el;:mentary cognitive operations, skilled
memory theory, through its postulated retrieval structure mechanism, suggests a means by which
efficient procedural control is achieved. The enhanced processing capacity predicted by SMT is
consisten: with the speed and accuracy that typifies expertise in complex cognitive skills.

3. The Training Studies

Two longitudinal studies of the acquisition of cognitive skills have been completed under
this contract. The first focused on the skill of an otherwise normal subject (DD) who increased
his digit-span to over 100 digit with 4.5 years of practice using the mnemonic system invented by
Chase & iicsson’s SF. His level of performance is the highest ever observed on this task,
exceeding by more than a order of magnitude the performance of normal subjects. Because pricr
analyses of DD’s skill had established that his performance was consistent with the principles of
skilled memory, investigation focused on analyzing tie mechanisms underlying his skill, their
properties, and their interaction.
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The second study followed two college undergraduates who became mental calculation
experts by practicing for three to four years with strategies preferred by previously studied
experts. This study represented an important step in generalizing SMT; its aim was to test aow
well predictions derived from SMT could account for expertise in a task where superior
information retention is not the principal goal, but is necessary for fast and accurate performance.
Analyses of their skills have added depth and breadth to our undsrsianding of expertise, its
cognitive foundations, and, especially, skilled memory and its role in expert performance.

The main empirical findings of these studies are summarized following a brief description
of the training procedures used.

3.1. Practice Regimens

3.1.1. Digit-Span Traiaing Study

DD’s practice regimen involved practicing the standard forward digit-span task under
laboratory observation 3 to 5 days per week. He began training with as many as 26 trials per 45
minute session, however the number of trials per session gradually decreased as \\is span and the
duration of each trial increased. For more than 60% of his 1079 practice sessions, he received 3
trials per session.

The "up-down" procedure was used to measur: DD’s span {Ericsson, Chase, & Faloon,
1980; Watkins, 1977). Under this procedure, span is measured as the longest list that can ve
recalled on 50% of the trials. Each trial begins with an experimenter giving DD the length of the
forthcoming list. Once DD indicates he is ready (after a brief period of preparation), the list is
read to him at a rate of one digit per second. Following a interval of silent list rehearsal, he
begins his serial recall. If his serial recall of a given list is correct, one digit is added to the length
of the list presented cn his next trial. The next list is reduced by one digit if DD’s serial reca! is
not perfect.

In most practice sessions, DD provided a verbal report of how he encoded the items in each
list immediately following his serial recall. After the last digit-span trial, each practice session
ended with a free recall task. Here, DD was asked to recall as much material as he could from the
previously presented digit lists iu: any order. All sessions were recorded on audio tape.
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Throughout DD’s training, experimental sessions were frequently inserted in place of
practice sessions. These sessions were used either to conduct exploratory and more formal

hypothesis-testing experiments or collect concurreat verbal protocols.

3.1.2. Mental Calculation Training Study

Two underzzaduate volunteers, GG and JA, routinely practiced mental multiplication under
laboratory observation for approximately 1/2 bour per day, 3 to 5 days per week. JA attended
268 sessions for approximately 175 hours of practice over a 3-ycar period. Over 4 years GG
accumulated 618 sessions resulting in about 300 hours of practice. Practice consisted of solving
multiplication probiems using an unconventional, general computational strategy emplayed by
the majority of expert calculators whose methods for multiplication have been documeated. The
trainees’ practice sessions were frequently augmented or else replaced by sessions in which either

verbal piotocols were taken or experiments were conducted.

In practice sessions two manipulations were used to systematically vary the memory
demands of the multiplication problems giver. These manipulations involved independently
varying problem size and presentation conditions. To vary problem size, the trainees regularly
practiced on problems whose multipliers were either one- or two-digit numbers and whose
multiplicands ranged from one to five digits in magnitude. These manipulations produced the
nine problem-size categories shown in Table 1. All problems were randomly generated and

presented in blocks containing one problem from each size category.

Two modes of problem presentation were employed, oral ard visual. In the oral condition,
problems were read to the subjects. After receiving a subject’s ready signal, an experimenter E)
would read first the larger of the operands of the current problem, pause for approximately two
seconds, and then give the word "times” followed by the second operand. The operands of
visually presented problems were typewritten in the center of 3 x 5 cards, according to the display
convention shown in Table 1. The E would simply display the printed card face to present a
problem to the subject in the visual-presentation condition.

Ay additional procedural difference distinguished the two presentation conditions. Visually
presented prcblems remained displayed until the subject either gave an answer or gave up. Thus,
problem operands were available throughout the course of computation in the visual condition,
whereas oral presentation required subjecis to maintain both operands of a problem in memory ¢o
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§ solve the problem successfully. The extra memory load imposed by oral problem prese:tation
; was expected, therefore, to increase problem difficulty.

: One further manipulation was employed as an instructional intervention. It involved only ’ é
one of the trainees (GG) and occurred after be had practiced for S00 sessions. Problem-by-
problem analyses of the procedures used by the trainees showed that the general algorithms they
used to perform 2x multiplication differed both in computational complexity and in the memory
demands they imposed. Process models of th= trainees’ procedures (discussed below) confirmed
these findings; JA had devised and used a general algorithm for two-place (2x) multiplication that
was more efficient than GG’s. In an instructional session between GG’s 500th and 501st practice

AT (Y

sessions, JA's straiegy was explained to GG and he was told to apply this strategy to all 2x
problems he received in subsequent practice sessions. This experiment provided an opportunity
t2 study the flexibility of a heavily-practiced skill and test the vaiidity of the model on which this
intervention was based.
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3.2. Expert Performance: Some Empirical Generalizations

Ny

Figure 1 shows the digit-spans ¢ ¢ DD and Chase & Ericsson’s SF as a function of practice. ;
Notice the spans of both individuals at the beginning of practice; both fall within range e".pected ' :
for normal adults of 7 plus-or-minus 2 digits (Miller, 1956). Over the course of practice, DD
increased his span to 106 digits. To put his performance in perspective, DD’s span exceeds the r
average norraal span by apptoximately 50 standard deviations. DD's span exceeds SF's span of
84 digits by roughly 25%. There is no evidence that DD’s span represents an absolute ceiling on
his performance. In sessions testing DD’s supraspan serial recall capabilities, he has recalied lists
as long as 110 digits perfectly.

oha e i Sy \pas e

DD’s mnemonic skills have been compared to other mnemonists on another benchmark .
memory task. The Luria Matrix (Luria, 1968) is a memory task that has been used to assess the
skills of several exceptional mnemonists (Ericsson & Chase, 1982; Hurt & Love, 1972). The
matrix is a symmetric display of 50 random digits arranged as shown at the top of Figure 2. On a
t~st trial subjects are given the matrix o study for a series of serial recall trials that follow. These
trials involve recalling either all of the matnx elements or a specified subset of elements in a

prescribed scrial order. The various recall tasks are shown in the lower half of Figure 2.
Subjects’ instructicns are to minimize stud time on the matrix without sacrificing accuracy in the
test phase.




RN

After over four years of practice on the digit-span task DD was tested on the Luria Matrix
over 12 consecutive sessions. He received four matrices per session. After study of each matrix,
upon his signal the matrix was removed and he received six consecutive recall trials of its
contents. The first and last were always "entire matrix" trials. The intervening trials contained
the remaining partial recall trials, their order being counterbalanced across all matrix
presentations and unknown to D) fcr any given matrix.

DD’s performan ¢ in the testir.§ sess’ ,..5 was impressive. His recall performance averaged
98.5% correct for his first recall of the entire matrix across all sessions. His mean accuracy over
tn: remaining recal: tasks (second column down, third column down, third column up, zig-zag,
2nJ entire matrix recall) was 99.5%. His mean study time along with his mean recall times for
each 7. recall tasks! are given in Table 2 along with similar measures of performance taken
from expert and novice subjects. His superiority on all measures indicate that his skill is not
limited to toe digit-span task, and shows some flexibility. In general, the data indicate that DD's,
mnemonic capabilities represent the peaks of human memory performance.

Tuming to the results of the mental calculation training study, Figure 3 and Table 3,
respectively, show the imorovements in the trainees’ speed and accuracy for problems differing in
size and mode of presentation. Figure 4 compares their final solution times as a function of ;
problem size and presentation mode against the performance of a mental calculatioix expert (AB) {
inGependently regarded as one of the world’s best2. In short, both GG and JA have achieved :
levels of performance that qualify them as experts.

The achievements of DD, GG, and JA are important in several respects. First, they provide
infesmation about the relative contribution of different variables to the acquisition of expert-lev -1
cognitive skills. Second, they show that expertise can be acquired with less than a decade of
practice. Third, they demonstrate that interventions that teach expert strategies can facilitate the
development of expertise. Fourth, the databases describing their performance and leaming
represent benctanarks for testing recently-proposed global theories of human cognition.

Neither DD, GG, or JA began pracdice with any identifiable exceptional intellectual

1The time listed for entire matrix recall reflects his first trial. His second recall of ihe entire matrix averages 10
seconds faster.

2A1 three show comparably low overall error rates.
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abilities, talents, or cognitive capacities. Their achievements, along with other recent studies of
expert performance (Cec: & Liker, 1986; Schneider, Korkel, & Weirert, 1989) indicate that such
predispositions, particularly high levels of general intelligence, are mot essential for acquiring
expertise. Rather, the changes observed in performance as a function of practice support the
claim that practice is the key variable, as Simon & Chase (1973) argued nesrly 20 years ago.
This conciusioe does not deny the importance of other variables. Individuai differences in
aptitudes and previous experience in related dunains may well differentially affect rates of skill
acquisition or determine peak performance levels. This is an issue that calls for systematic study.
Motivation is an important variable (Charness, 1989); subjects who devote years of practice to
any demanding task are obviously very highiy motivated.

By the standards of n.ost psychological studies, the dvration of these training studies is
long, however tb: amount of practice needed by the trainees to become experts is short by
standards found in the literature on expertise. For instance, Van Lehn (1989) states that the label
expert is usually reserved for individuals with several thousand hours cf experience. Hayes
(1985j has argued that a winimum of a decade of practice is necessary to become a world-class
expen. Differences among tasks, sutject differences, and differential training conditions caution
against making broad generalizations about the amount of prac&ice needed to become an expert,
however the results of the digit-span and mental calculation training studies reveal that the
investment cf time, effort, and rescurces required to achieve erpert-level skills is nci as great as
prior studies suggest.

The training studies show that the processing strategies subject practice are important
determinants of their leamning and performance. This holds true whether the strategics are
discovered by the subjects or explicitly taught to them. In both the digit-span and mental
calculation studies, DD, GG, and JA were instructed to use strategies known to be used
effectively by previously studied experts. Additional subjects also originally involved in these
studies were obscrved as they practiced under ident:cal conditions. They were instructed to usc
different strategies, however. Whil~ all subjects showsd improvement, none using the strategies
predicted to be iess effective progressed muck, either in terms of practice or performance, relztive
to the those given the expert strategies

For instance, at the same time DD began practice, Chase & Erirsson (1982) also gave
another subject extended practice on the digit-span task. She was given a strategy that promoted
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the encoding of digits as meamngful chunks, but did not lead to the development of a retrieval
structure. Her span improved at a rate comparable to SF’s and DD’s, but she lsit an asymptote at
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18 digits, grew frustrated, and quit practicing.

! The mental calculation study orginally degan with 6 subjects (Staszewski & Chase, 1984).
Using random subject assignment, three were instructed to use the traditivual right-to-left
' procedure, whereas GG, JA, and another were assigned the lefi-to-right strategy. Although large
individual differences were evident in subjects’ performance, as a group, subjects in the right-to-
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left condition were slower and less accurate than their cohorts and the marginal advantage for the §
Jeft-to-right group increased as demands related to problem size and preseatation mox.. increased.
Subjects in the right-to-left group also expressed more frustration than than those in the lefi-to- E
right condition. Two of the right-to-left trainees quit before completing 12 sessions and the third i;
completed only 22. Although the low number of subjects involved and lack of control of over E
other subject factors make it difficult to unambiguously attribute the achievements of DD, GG, i
and JA to the strategies they were given, the pattemn of subject performance, attrition, and ‘{:

strategies obsarved in these studies suggests they played a very important role.

e

The clearest evidence that strategy-based interventions facilitate the develooment of
expertise is the improvement observed in GG’s performance following his itroduction to and
adoption of JA’s 2x computational strategy. A significant feature of this intervention is that it
was applied at a relatively advanced stage in GG’s toining. Its success demonstrated that a
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heavily practiced performer can leam and beuef con new and effective strategies, without »,
suffering the beavy negative transfer that some stuies of skill scquisition have found (Shiffrin &
Schneider, 1977).

One further accomplishmen. of this project is that it has contributed two large and rich data :
sets to the empirical database or human expertise and its acquisition. Studies of buman expertise ;
have had a tremendous impact on cognitive theory and research over the past twenty years,
however the data base on which our understanding of expertise rests is disproportionally small. &

The scarcity of expert subjucts and the time and resources requncd to thoroughly anatyze their
skills explains this sitiation. The datasets from these studies add significantly to the experise
database, contsining quantiue.ve and qualitiative measures of the trainces’ practice performance
(including chronometric, error, and verbal report data) covering thousands of practice trials.
These databases not only describe human performance at some of the highest levels ever
systematically chserved, they also describe the leaming that led to these levels.

13
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The availability of these databases is particularly relevant to the emergence of "cognitive
architectures” in cognitive science. Exemplars include ACT* (Anderson, 1983), SOAR (Newell,
Rosenbloom, & Laird, 1989), ICARUS (Langely, 1989), and connectionist architectures

by
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(Rumelbart & McClelland, 1986). Implemented as simulation systems, these architectures 5}

represent general theories cf human cognition designed to accouit xor human performance and
leamning over & wide range of tasks. Their validity as general theories of cognition rests largely
on the range of cognitive performance which they can accurately model. Because the databases
built up in this project describe extremes of human learning and performance, modeling its
findings represents an acid test of current and future architectures.
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3.3. Cognitive Foundations of Skilled Memory
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3.3.1. Expertise, Knowledge, and LTM

The fundamental assumption underlying the concept of skilled memory is that
. iprovements in performance as a result of practice are due, at least in part, to subjects’
increasily efficient use of LTM to encnde, maintain, snd retrieve information critical for “’3

. .
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successful task performance. SMT asserts that experts expand working memory capacity by
learning to use circumscribed portions of LTM to maintain information needed for future
processing in a readily accessible state. Organized knowledge acquired through practice in
specific tasks or domains mediates experts’ LTM encoding and retrieval processes. Evidence
supporting these assestions is described in the following sections.

Support for the LTM Storage Hypothesis

N 1 o1 w PERE IR
et i SR o D L RO e ot S R i B

Evicence that LTM, rather than STM, is the locus of DD’s list storage comes from several
soarces. One is his performance on the final free recall task that concludes each of his practice
session. He recall for the contents of the lists presented in these sessions is impressive (Mean =
93%, SD = 4%) This level of retention is clearly inconsisten: with d-ta on STM forgetting
(Brown, 1958; Murdock, 1961; Peterson & Peterson, 1959) and quite consistent with the skilled
memory effect. Enduring knowledge representations are predicted, if information is encoded in
LT™.
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Further evivence for LTM storage comes from an experiment using a variant of the Brown-

Peterson distractor paradigm. In this experiment DD was given digit-span trials in which lists
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either 25, 50, or 75 digits? long were read to him at the rate of one per sec. Unlike usual practice
procedures which allowed DD to initiate serial recall when he was ready, a distractor task
involving visual search was interpolated between list presentation and DD's serial recall. The
distractor interval lasted either 1, 2, or 4 min. Results showed no effect of the distractor upon the
accuracy of DD’s serial recall, regardless of its duration. His accrracy averaged 99, 98, and 95
percent correct for 25-, 50-, and 75-digit lists, respectively.

Finally, some compelling evidence for DD’s storage of lists in LTM comes from a study
testing his memory for a 100 digit-list after a 24-hour interval. Following two consecutive days
without practice (to minimize intcrference from previous days’ lists), DD was preseated with a
100-digit list in what he assumed was a normal practice session. After his perfect saial-reall of
the Jist, the experimenter feigned an equipment problem to end the session. The next day DD
arrived for practice at the same time as he had the previous day. To his surprise, he ¥as askec for
a serial recall of the list he had received the previous day. He recalled 99 of the digits in their
appropriate locations. When told his recall was incomect, he spontaneously identified the
incom:ct digit and its iocation, and gave the correct one. He then reported that during retrieval,
he had narrowed search to two candidates, but not sure which was the correct digit, he guessed.

Variants of the traditional memory span testing paradigm have produced results that rule out
the counterargument that DD does not store information in LTM, but, rather, has somehow
expanded STM capacity. If this argument were true, his span for all matesials that he encoded in
STM should be enhanced. Howeve~, when either alphabetic symbols or words are read to DD at
the customary one per sec rate, his span* for these materials resembles that of unpracticed
rabjects (Crannel & Parrish, 1957). It is also known that STM retention is minimany affected by
changes in item presentation rate relative to the large adverse effects that speeding up item
presentation has on LTM env:oding (Glanzer & Cunitz, 1966; Murdock, 1962). When DD’s span
was tested using digits presented at a rate of four per second instead of the customary rate, his
span measured at 10, an order-of-magnitude decrease from the span exhibited under normal
practice conditions. These sizeable reductions in his memory span with changes in either
materials or presentation rates indicate a high degree of specificity to the corditions of practice.

3DD’s span at the time of this expe.iment was in excess of 100 digits.

“The up-down procedure was also employed for all experiments measuring DD’s memory span.
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Consistent with the principles of skilled mmemory, resuits from free recall and recognition
tasks show that expert mental caiculators also use ZTM to siore vital information during their
coxsmtations.

One of the procedires for testing GG’s cad JA's LTM retention was simi's7 ¢o thet used in
testing DD’ final frec recall. Afier solving the firal problem of a peactice sessice, the thiinecs
were asked to recall as many of the problems presented in the session as accurately as possible.
For most sessions, advance notice of the recall task was given prior to the start of calculation
practice. On a number of cccasions, the trainees received no advance wamning. A problem was
scored as correctly recalled. if the number of digits in both operav. *< was correct and 50% or more
of the digits were given in their proper places.

The trainees’ recall performance was consistent with the predictions of SMT. Recall testing
began after GG had accumulated 92 practice sessiors and JA 136. In the initial testing sessions,
GG recalled an average of 31% of the problems presented in the course of a practice session and
JA recalled 37%. With further calculation practice, JA’s recall gradually rose to 46% near the
end of his training and GG’s reached 61%. Consistent with studies of experts® incidental memory
(Lane and Robertson’s (1979); DD’s 24-hour delayed recall cited above), the trainees’ level of
recall was unaffected by whether or not they knew they would be tested for recall on 2 given day.

Although their ability to recall problems supported the LTM coding hypothesis, it was
bothersome that the amount of material GG and JA could recall was sm:1l relative to the amounts
recalled by SF (Chase & Ericsson, 1982) and DD in post-practice free recall. A plausible
explanation was that the problems presented to the trainees in the course of a practice session
(and the memurv representations generated in solving them) interfered with their recall of
information from previously presented problems. This account was supported by an anatysis that
showed that the probability of recalling a problem increased as a function of its presentation order
within a session for both trainees. In light of this interference, a recognition task was used as a
more sensitive means of testing the calcuiators’ reliance on LTM storage. Following each of two
practice sessions, GG, JA, and AB® were presented with a set of 108 probiems a.d asked to
differentiate between those presented in the immediatery preceding practice yession and those
drawn from a randomly-generated set of distractors. Results showed that the subjects could
casily distinguish oid problems from new on the majority of trials (GG 92%, JA 87%, AB 82%).

SThe world-ciass calculator whose calculation akill served as a basis for comparing the trainees’ performance.
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Consistent wh the knowledge-based coding hypothesis, evidence for practice-specitic
memory coding skills is also shown in expert mental calculation. Although GG solves 2x4 and
2x5 problems faster and more accurately than AB, his advantage does not extend to larger
problera sizes. In other words, GG's expertise is limited by his experience; his performance falls
when he is presented with problems larger than those regularly received in practice sessions.

This specificity is shown ty G(¥'s psiformance on randomly generated 3x3s and 4xds,
problem sizes which AB practiced regu.aty, but GG had never practiced. Tested on 3x3s, GG's
average solution time for 12 problems (Mean = 41.23 sec, SD = 25.78) was almost double that of
AB (Mean = 21.0%, SD = 17.43), while showing comparable accuracy. Presented with eight 4x4
problems, GG experienced extreme difriculty and quit computation before reaching an answer on
all but the last two. He correctly solved onlv the last one. His computation times exceeded five
minutes on ali of the 4 x 4s, and his overt behavior on all but he last trial resembled that of a
novice struggling to solve a 2x5. On all but the last two trials, GG cited memory overload as the
reason for failurz, siating specificaily that he "didn’t have the right schemes for finding and
manipulating the numbers.” Significantly, after his attempt on the next-to-last 4x4, the first one
for wiaich ke reached an answer, he reported discovering an effective representationai scheme.
His successful solurion of the final 4x4 confirms his report.

In general, the evidence for LTM storage and the specificity of superior retention skills
observed in these studies supports key assumptions of SMT. These findings. along with the
generality of the skilled memory effect, suggest that experts in a wide variety of other domains
strategically use knowledge to represent 2nd maintain task-relevant information in LTM.

3.3.2. Mechanisms of Skilled Memory and their Implementations in Expert Skills

SMT asserts that two types ¢of n-emory mechanisms mediate experts’ LTM encoding and
retrieval: semantic memory representations that recognize and encode information as meaningful
chunks and retricval structures that inde; chunks in LTM in a way that facilitates their later
retrieval in the appropriate serial order. J¢ asserts that these mechanisms develop with practice,
and, once they are established, further practice increases the efficiency with which they are usec.
The following sections review ithe evidence that skilled memory supports the remarkable
performance of DD, GG, and JA and, in the process. describe how its component mechanisms are
implemented by these subjects.
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Exccptional Memory Skill: Structure and Process

Substantial progress has been made in developing an information-processing theory of
DD’s skill. A variety of studies were performed to analyze the encoding operations he employs
during digit-span trials, the representations he creates, and the processes he uses to retrieve
information from LTM. Their findings have led to the idmﬁﬁcaﬁon of knowledge structures that
mediate DD’s encoding and retrieval operations as well as a fairly detailed description of the
functional organization of these components of his skill and the nature of their interaction.

In theory, the key to DD’s exceptional memory is his ability to quickly create elabrrate,
organized, information-rich LTM codes for the short 3- or 4-digit sequences into which he
systematically parses digit lists and (b) and to access these representations for orderly retrieval.
These encoding and retrieval operations are inter-related and mediated by three types of
knowledge structures in his knowledge base. These mechanisms are identified as (a) his semantic
coding system, (b) his retrieval structure, and (c) his contextual coding system.

The contents of Tables 4 and 5 provide a concrete context for describing these mechanisms
and their role iz DD’s performance. These tables contain verbatim ‘transcriptions of verbal
reports given by DD after digit-span trials in which he perfect recalled & 75- and a S0-digit List.
For sake of exposition, the left-hand column of numbers in each table displays the contents of
cach list organized according to their grouping in each report. In these reports, DD describes how
he encoded the elements of each list.

Retrieval Structures

DD’s reports reflect both how he organizes his encoding and serial recall of digit lists as
well as the mechanism that imposes a common structure on both of these processes. As his
reports show, DD’s basic unit of encoding is a digit group, either three or four digits in size.
These protocols reveal regularities in his formation of digit groups that generalize far beyond
these particular lists.

A salient feature of Tables 4 and 5 is the redundancy in DD’s list parsing. Examination of
the arrangement of digit groups in these protocols reveals an abstract hierarchical scheme of
organization. As these reports show, DD’s digit groups are arranged in sequences of uniformly-
sized groups, sometimes four, but mostly three groups in length. These sequences forra higher-
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order units labeled "supergroups.” Sill higher-order umits, called "supergroup clusters” pair
supergroups made of 3-digit groups and 4-digit groups. The scheme for organizing thiese units is
clearly illustrated in Table 4. This protocol shows that DD organized the first 16 items of this
75-digit list as a single supergroup composed of four consecutive 4-digit groups. The next 21
digits represent his first supergroup cluster. It consists of a supergroup of three 3-digit groups
foliowed by a supergroup of three 4-digit groups. The supergroup cluster pattern is repeaied
again, and once again, albeit incompletely in this list. Table 5 shows that the same organizational
scheme is applied to a 50-digit list for as far as its digits extend.

The common structure that these lists share is neither coincidental nor idiosyncratic to these
particular lists. Analyses of DD’s protocols, analyses of his errors on digit-span trials, and
chronometric analyses of his list encoding, serial recall, and memory search (Tech. Rept., in
preparation-a) show that the organization of the lists shown in Tables 4 and 5 reflects a general
organizing strategy based on an abstract, hierarchical structure. A variety of studies presenting
DD with 50- and 75-digit lists showed that he wmiformly applied the organizational schemes
instantiated in these protocols. Throughout his training he also applied this general scheme to
liste larger and smaller, truncating or adding abstract organizational units as the leagth of the
particular list dictated. The uniformity of this scheme across different list lengths can be seen in
Figure 5, which graphically represents his organizing schemes for lists 50, 75, and 100 digits
long.

The mechanism underlying DD’s organization of lists is called a retrieval structure.
Essentially, this mechanism operates as a memory indexing system. I is used by DD to store
semantically encoded digit groups in LTM in a way that (a) .aaintains the ordinal relations
between the groups and (b) supports a systematic retrieval strategy. In general, DD’s retrieval
structure anticipates the problem of retrieving a lz.rge number of coded digit groups from LTM in
proper order and encodes these items so that processes governed by this mechanism can access

them.

To make the concept of an indexing system more corcrete, consider some common
examples: postal systems that organize mailing addresses, lib-ary systems (e.g., the Dewey
Decimal System) that specify the locations of books in a library, and address systems used to
locate a particular piece of information in the memory of a digital computer. All of these systems
define locations within an abstract relational scheme where a particular content can be
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"delivered,"” stored, and later accessed. The key to their effectiveness is that some "content” is
stored and addressed according to a stable system, so that knowledge of the addressing system
later supports organized search and efficient retrieval,

The mnem:onic system known ~s the method of loci represents a specific memory indexing
sysiem that has several of the basic properties that characterize DD’s retrieval structure.
Individuals using this method memorize lists of items by first forming an image of each to-be-
remembered content item =2ud then associating each image with 1 predetermined physical Jocation
found in a well-known physical environment. Retrieving e stored items involves mentally
traversing the path connecting the locations and "picking up" the content associated with each
location. In theory, recalling each location provides a set of cues for recalling the associated
items. The key parallel between this system and DD’s is that a familiar, systzmatically organized
body of knowledge, whether it be of a physical environment or an abstract set of relations,
coordinates the storage and retrieval of information.

In essence, retrieval structures are mechanisms that organize and coordinate encoding and
retrieval processes. They combine a well-structured knowledge base with processes that operate
upon this knowledge to systematically generate "addresses” for storing information. These

‘addresses” consist of abstract features associated with to-be-remembered content at the time of
storage. At the time of recall, the retrieval structure is again invoked to systematically regenerate
the came addresses, which then serve as retrieval cues for accessing the stored information.
Using the method of loci example, this translates to using a familiar path through a familiar
region to generate the imaginal locations to waich to-be-remembered items are associated. Tec
retrieve the stored items, one systematically regenerates the sequeace of locations to access their

associated content.

Evidence for these claims about retrieval structures and their role in DD’s skill come from
investigations of his performance on several tasks (Tech. Rept. 89-1, in preparation). For
example, protocol data like those in Tables 4 and § were used to generate models of retrieval
structure organization and which were then validated using chronometric analyses of DD’s serial
recall: This work showed tiiat DD’s serial recall for lists of varied length was organized in the
manner predicted by the structural models. Application of these same models tc temporal
patierns obiained from studies of self-paced list encoding showed that the same structures were
used to organize DD’s list encoding. The isomorphic relation between DD’s lirt encoding
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processes and his retrieval processes for serial recall was also shown by substaatial correlations
between the pauses in DD’s list encoding and the pauses in his serial recall of individual digits at
identical list locations. The additional finding that the temporal patterns that characterize both list
encoding and serial recall are highly intercorrelated over the overlapping portions of different-
sized lists supports the claim that a single, general retrieval structure is used consistently.

The idea that digit groups are addressed in LTM with a unique set of features that identify
their relative location within DD’ retrieval structure has been tested in several ways. Jn general,
this view implies that encoded digit grcups are relatively independent of one another in memory
and leads to the following prediction: given the location or address of a digit group within a list
of specified length, DD chould be able to both encode and retrieve the digits associated with that
location fiexibly. Two experiments were performed that tested this prediction.

In the first, lists 25 and 50 digits long were presented to DD under self-paced conditions.
One digit was presented at a time on a CRT and remained displayed until a response from DD
displayed the next digit. The digits were not presented in the order in which they were later to be
recalled, however. Rather, a graphic representation of his retrieval structure was displayed and a
poiater indicated where a pacticular sequence of three or rour digits belonged within this
structure. For each location, the sequence of digits was given in the order in which they were to
be recalled. The order in which the locations were presented for study on each trial varied
randomly. Following the "mixed" presentation of digit groups of each list, DD was asked to
recall the list as he usually would, first with the initial four groups of fow digits, the next three
groups of three digits, and so forth. Despite e novelty of these iist display procedures, DD’s
serial recall for 25- and 50-digit lists averaged 95% correct. This result is consistent with the
hypothesized independence of retrieval structure locations and demonstrates this independsnce in

lis? enxcoding.

'A memory search experiment modelled on Sternberg’s (1967) memory scanning paradigm
demonstrates similar flexibility in reirieving digit groups (Tech. Rept. in preparation-a). In this
study DD received 50-digit lists read at a rate of one digit per sec. Fci'owing list presentation, he
was given a series of cued recall trials. ‘These trials presented Jigit groups from randomly
selected reti: :val structure locations as cues. Depending upon the search condition apecified prior
to list presentation, DD’s task was to give the entire digit group that eiwber preceded or followed
the cue in the list. Results showed that DD retrieved the correct digit group on 94.4% of trials.
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This level of accuracy compares with the accuracy with whick novices retrieve information from
STM (Gternberg, 1967). Analysis of both response latencies and posttrial protocols showed (a)
that the pattern of DD’s latencies was consistent with a model of retrieval that assumes retrieval
structure mediation and (b) that DD could use the cued information to directly access information
specifying cue locations.

To summarize, evidence from a variety of tasks and measures provides support hypothesses

abott the form snd function of retrizval structures.

Semantic Encoding: A Chunking System

Another salient fcature of DD's list encoding that is evident in Tables 4 and § is his
categorical labelling of each dig.t group. Essentially, his tepresentation of each group in terms of
either a running time, an age, date, or miscellaneous pattera reflects his imposition of subjective
meaning upon othe.wise randcin information. The advaniage of ;naking nieaningless information
meaningful has been known since the time of Ebbinghaus (1964, originally published 1885) and
is well-established experimentally (Crowder, 1976). Not surprisingly, this general strategy has
been identified as one commorly used by exceptional mpemonists whose memory skills have
been studied under laboratorv conditions (Ericsson, !1$85). The implication is that these memory
experts can quickly relate new information to existing knowledge to exploit information in LTM

as a mnemonic aid.

One of the noteworthy accomplishmeat of this project is the detail in which it has snalyzed
DD's semantic coding processes zud their underlying knowledge. We have found that DD's
ability to create a meaningful memory representation for any random digit sequence he
encounters is supported by an elaborate, semantically-rich, hierarchically organized knowledge
base whicn al~¢ supports multiple retrieval strategies.

How can DD's memory sepresentations be characterized in terms of structure and content?
His protocols reveal that he uses a small set of abstract coding structures to encode digit groups.
These structures are presented in Tabdle 6. The content these structures take is presented in Table

7, which shows the semantic categories that he uses to give coherence and meaning to otherwise

meaningless digit sequences.
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The protocols in Tables 4 and S clearly indicate that DD’s encoding of digit groups in terms
of their semantic content involves more than simply assigning a category label to a digit group.
Rather, they show that he frequently assigns a number of meaningful features to create a well-
elaborated representation for a digit group. For instance, he distinguishes the sequence 420 not
just as a 1-mile time but as "a good high school mile time." He encodes both 6938 and 5802 as
10-mile times, but differentiates between them by noting that the former is "a zeally slow 10-
mile” whereas the latter is "a good pace 10-mile.”" The sequence 142 is represented as a 1/2-mile
time, "right around the world record.” The sequence 063 is encoded not usi as an age, but as an
age "right around retirement time."

The beneficial effects of meaningful elaboration upon recall are well established (Bobrow &
Bower, 1969; Craik & Lockhart, 1972; Hyde & Jenkins, 1969; Stein & Bransford, 1979). In
theory, there are several advantages. First, elaborating a representation enhances the probability
of recall by increasing the number of potential retrieval cues (Tulving & Thomson, 1973) or paths
(Anderson, 1983; Anderson & Reder, 1979) that can be used to retrieve a stored representation.
When several representations share features that raise the threat of interference, the presence of
distinguishing features reduces this threat. It appears, however, that there is another feature of
DD’s semantic encoding that contributes to his superior recall performance. This is the elaborate

organization of his semantic knowledge base.

Several sources of evidence suggest that DD's semantic knowledge base is organized along
the lines of the semantic network pictured in Figure 6. One sou.ce of support for this
representational hypothesis comes from his protocols. The e’aborations that frequently' qualify a
general category label suggest that DD uses a multileveled hierarchy of conceptual categories to
encode digit groups according to their membership in a set of stable, well-defined classes.

Supporting evidence comes from the orgarization of DD’s recall on the free recall task that
concludes digit-span practice sessions. Analysis of his recall protocols shows that his recall is
organized by his semantic encoding categories. The initial digit groups he reports are those
encoded as 1/4-mile times. When he can recall no more 1/4-miles, he then turns to recalling
12-mile times, again reporting as many of the digits qroups coded with this label as he can. He
then: proceeds to recall 3/4-mile times, 1-mile times, 3-kilometer times, proceeding through the
coding categories in the order in which they are listed in Table 7. Analysis of his recall from a
10-session sample shows that 94% of all digit groups recalled are clustered within categories. His
recall of items within these categories is ordered according to the magnitude of the coded values.
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Further support for this representational hypothesis comis®s from recently constructed
simulation programs developed to model DD’s semantic encoding of digit groups and the
organization exhibited in his final free recall. The encoding model assumes that & semantic
network organized along the lines of the network in Figure 6 governs DD’s categorical encoding
of digit groups. Parsing digit lists into uncategorized, digit groups as DD would with his retrieval
structure, the program performs a set of tests designed to mirror the decision-making procedures
DD reports using to determine semantic codes. The results of these tests lead to a category
assignment for each digit group. Comparison of the program’s categorization performance with
DD’s on identical lists shows that it matches DD’s category assignments on 98% of the digit
groups it receives.

‘she free-recall model assumes that retrieval of digit groups is governed by the same
knowledge representation used for encoding. This mode. assumes a process equivalen’  a
depth-first top-to-bottom activation of the nodes of his semantic network and that activation of
nodes and their associated iabels represen’- activation of cues used to retrieve digit groups whose
representations contain the same semant. featwres. The model then performs a systematic
within-category search as this process has been :inferred from analyzing concurrent verbal
protocols of his final free recall (Example: "CK, quarter-miles in \ 2 forties... four-seven-six...
quarter-miles in the fifties... five-eight-one, five-nine-oh, five-nine-rie”). Evidence for the
validity of the model is its ability to predict the order in which digit groups are recalled by DD in
free recall. The average rank-ordear comrelation between the model’s predictions and DD's
performance on a sample of items recalled in 10 practice sessions is .92 (SD = .05).

Furth * evidence for the postulated representation comes from Chase and Ericsson’s (1982)
investigation of the internal structure of DD’s 1-mile-time category. They preseated DD with
3-digit sequences that he always coded as 1-mile times printed on cards. His task was to examine
the items and sort them into groups based vy on kis perception of their similarity. Chase and
Ericsson found that DD (like SF) sorted these items into a variefy of categories that suggested a
hierarchical knowledge structure containing several levels of mutually-exclusive subcategories.

I bave used a similar ap7.<oach to replicate the Chase and Ericsson findings for DD’s 1-mile
category snd examine whether his other semantic categories were similaily stuctured.
Procedures differed from those of Chase and J’ricsson (1982) in the folluwing respect: afier DD
would sort cards into groups, he was asked to label all groups created and then combine these
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groups to form larger groups and, again label the new set of more inclusive groups. This process
continued until DD had produced a single grouy representing one of the categories listed in Table
7.

Using this procedure and the same materials Chase and Ericsson used to analyze DD’s
1-mile category, results nearly identical to theirs were obtained. Presented with items that fall
into his 2-nile category, DD’s sorting indicated that this categoey exb:bited a similarly detailed
hierarchical internal structure. The semantic network pictured in Figure 7 reflects the
representation inferred from his sorting of items from the 2-mile category. The structure reveal.d
for these categories suggests a powerful mechanism for chunking random digits into meaningful
units and also elaborating their represemiation in a way that both associates semantically-similar
chunks with higher-order category labels and differentiates them at lower levels.

As Figure 6 suggests, however, DD’s semantic categories differ quite a bit ip the amount of
internal structure they exhibit. DD sorts items from his 1/4-mile and 3-kilometer categories into
relatively ‘ew meaningful subcategories. He reports having no subcategories that he cousistently
uses to differentiate digit groups categorized as 3-mile times, dates, or miscellaneous patterns. A
hypothesis currently being tested is that the degree of structure vwithin & cochng category is
inversely related to the proportion of all possible digit sequences to which that category can be
applied. The raiionale is that the more items that fall into a category or subcategory, the greater
the need to encode items with features that discriminate them to ward off interfevence. This
raises the issue of how DD deals with the threat of interference when multiple items fall within
his less-differentiated semantic coding categories or subcategories. The issue is addressed in the
forthcoming discussion of contextual encoding.

In general, the simulations of DD's categorization and free recall, his verbal protocols, and
his performance in the sorting tasks provide coaverging support for the theoretical description of
the organization and content of DD’'s semantic knowledge base. With this picture of his
knowledge base, attention turns to how its organization supports DD’s encoding and retrieval of
list items in the context of digjt-sp..a trials.

How does the kind of knowledge organization shown in these studies contribute to DD’s
performance? As indicated earlier, well-differentiated coding categories mediate his encoding of
elatrate, meaningful, and relatively unique memory representations for digit groups. The
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literature shows that such characteristics proraote retention. But there is 2 more fundamental way
in which the organization of DD's knowledge base supports such encoding. The organization
shown in DD’s semantic memory reduces the amount of processing related to his recognition aud
encoding of meaningful patte~s. Of course, the organizati n of his retrieva. _qucture and the
manner in which it reliably guides his systematic parsing of lists into codable groups serves a
similar role and it is evident th-t the operations of these two mechanisms are well integra‘sd.
Using the knowledge represented by these raechanisms, information about the size of a given
digit group and it’s first digit or two sharply constrains search for the sppropriate set of coding
features to a relativzly small sernantic space.

Althougk DL's semantic coding system represents a powerful mechanism for recoding
digits as meaniagful chunks of information, encoding i¢ not its only fuuction. There is also
evidence that relates the organization of his semantic knowledge to his serial recail. Thus, like
his retrieval structure, his semantic coding system mediates both encoding and retrieval of
information in the digir-span sk, although tise temporal structure of his serial recall indicates
that his retrieval structure is the primary access mechanism.

The.role his semantic knuwledge base plays in serial recall is clearest in situations in whicn
DD experiences difficulty in retrieving a digit group at a particular “st location. Most lists in the
range of 100 digits often include such a group or two. They are easily distinguished because their
retrieval times are measured ¢ither in tens of seconds or sometimes minutes. Periods of silence
this size stand out clearly in DD’s typically fast and fluent serial recall.

Coth concurrent and retrospactive protoco! data collected on such occasions reveal three
knowledge-based strategies fo- r irieving the missing digits. When DD hus a few semantic
features about a hard-to-recall group, he restricts his search for its coi ents to a relatively small
range of candidates, probing memory using category labels subordinate to those he holds.
Together, the retrieval cues he holds and his implicit knowledge of the organization of his
knowledge base provide the constraints that narrow his search for additional cues. In situations
when DD cannot recall the semantic category used to code 2 group, his protocols show that he
resorts to using his semanti. coding categories in an orderly generate-and-test straiegy for
retrieval. He searches through his coding categories as he does in his final free recall, naming
each to himself to see if he recognizes the semantic code for the group in question. I lie can
establish a category with reasonable confidence, he then uses its internal structure t guide further
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search. In the infrequent instances in which his recovery of a complete semantic code doe not
produce the missing digits, he generates a sequence of digit-groups testing each for recognition
provided that the number of candidates is small. The interesting feature of these "back-up"
retrieval strategies is that they reveal DD’s ability to intentionally exploit the organization of a
particular data structure in his semantic memory.

On the Relations between DD's Knowledge Components

Up to now, description of DD’s retrieval structure and system for semantic coding has
implicitly emohasized their independence. Two points are in order to clarify currert assumptions
about their interaction and similarity.

First, there are noteworthy structural and functional similarities between DD’s retrieval
strocture and his semantic coding system. The knowledge representations employed by these
systems are both multilevel hierarchies with multiple branches at each abstract level.
Functionally, both are used to organize and encode to-be-remembered material in LTM and later
mediate its orderly retrieval. Recall how retrieval structures guide DD’s serial recall in the digit-
span task and his semantic knowledge structure guides both his free recall and reconstructive
retricval of hard-to-recall digit groups in serial recall. ‘The content information that these
mechanisms generate may be different, but their structural and functional similarity is striking.
Further, the similarities between these mechanisms and the mechanism known as a discrimination
net in Feigenbaum and Simon’s (1962, 1984; Richman & Simon, 1989) EPAM model of memory
suggest that DD’s semantic coding s;stem and his retrieval structure represent very _ophisticated
implementations of a general EPAM-like memory mechanism adapted o handle the demands of
the digit-span task.

Second, it is important to realize that the operation of these mechanisms has to be extremely
well coordinated, particularly during list encoding, considering the complexity of DD’s coding
processes and the presentation rate used in the digit-span task. Independent theoretical arguraents
about the rea’-time retrieval capabilities of discrimination nets (Feigenbaurz & Simon, 1984)
make such precise temporal meshing plausible, lending further credibility to current assumptions
about the interaction of these knowledge structures in DD's list encoding and retrieval.
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Contextual Coding

Although the evidence reviewed in the preceding sections indicates that DD's semantic
coding system and retrieval structure are critical components of his skill, the operation of these
mechanisms alone does not explain all aspects of his performance on the digit-span task and
related experiments. For instance, protocols taken when DD's span was in the 80-100 digit range
(lik . those in Tables 4 and 5) showed that DD’s list encoding involves more than imposing
meaningful interpretations on systematically parsed Lst segments. Also, the development of his
semantic coding system and retrieval structure cannot account for imorovements in DD’s digit-
span that occurred after these mechanicms were well established. After 3 years of practice (when
his span had not yet surpassed SF’s) verbal protocols taken in regular practice sessions suggested
that these mechanisms were intact and opaauonal. Subsequent monitoring of DD’s protocols,
studies designed to examine the structure and function of these mechanisms, and replications of
these studies at later points in DD’s practice aiso indicated that his coding and retrieval processes,
as thev relate to these mechanisms, remained quite_ stable. This implies that an additional
mechanism or additional mechanisms were developed and/or refined to lift his span to its peak.

Similar reasoning by Chase and Ericsson (1981) in their analvsis of SF’s skill led them
propose that practice-related speed-up of memory processes was an essential part of the
development of skilled memory. They argued that fter SF had established his semantic coding
system and retrieval structure, increased efficiency in thel operation as a resslt of practice
accounted for subsequent improvements in SF’s digit-span. Consistent with this srgument were
data showing that the time SF needed to encode digit groups decreased monotonically with
praciice.

This finding generalizes to DD. Using a self-paced list presentation procedure to measure
DD’s enccding spee at yearly intervals, steady decreases in *is encoding times (per digit group)
were seen over his third, fourth, and fifth years of practice. But another important and logically-
relaied development accompanied improvements in his coding efficiency.

Over this period, the exnergence of 3 new coding mechanism was revealed in both the
temporal character of DD’s serial recall and his verbal reports. With increasing frequency, pairs
of digit groups and triplets tha: composed supergroup uaits were recalled with ususually short
intergroup interva= In his retrospective protocols, DD regularly reported coding more than just
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the meaning and location of these sequences. Aimost invariably, he reporied explicitly coding
relations among the symbolic elements he held in memory. Together, these two related
phenomena suggested that increased encoding efficiency had spiwned a new mechanism for
encoding higher-order patterns of informatica.

Thescpmems,andthelabelsDDusestorepnsentthem,belongtothebroadclmof
encodings called contextual codes. Contextual coding refers to DD’s representation of a wide
variety of relations that he discovers as he receives a list on a digit-span trial. What differentiates
his creation of contextual codes from his encoding of retrieval structure locations and semantic
encoding of digit groups is the irregular and variable nature of contexfual encoding. Whereas DD
invariably encodes the relative iocation and semantic content of each digit group i a list, the
contextual codes he creates, if any, depend upon contextual varisbles such as the contents of a
particular trial list, the contents of any preceding lists, and his representation of list contents. It is
important to emphasize here that the content information available to DD during list presentation
is not equivalent to that available to a novice, due to DD’s knowledge-based pattern recognition

capabilities.

What do contextual codes consist of and whzt accounts for their creation? Beneath the
superficial diversity that characterizes DD’s ccatextual coding from trial to trial, orderly "deep
structures” exisi. Analysis of DD’s retrospective verbal reports from over 100 digit-span trials
has revealed several abstract categories of contextual codes. Typically, these categories are

identified in his protocols by distinctive verbal labels. Tables 4 and 5 contain a few such as
*back-to-back,” "add-em up,” "faster than,” and ". other [semantic code].”

In these protocols DD reports coding relations between semantic codes whose creation can
be separated by eithe: a little or a lot of time and processing activity. Such relations link (a)
semantic codes created for digit groups presented cortigucusly within the same digit-span trial,
(b) codes in the same list whose creation is separated both by time and DD’s coding of
intervening digit groups, and c) codes from different lists presented in the same session. More
concretely,inTable4,DDrecognizesmtmethir6mdfmmhdigityaapurebothmiluinthe
6-minute range. He relates these items by coding the second sequence as a faster time than the
first. In a simila: fashion, he reports that two contiguous sequences (6938 and 5802) occurring
Iater in the same list were both encoded as 10 mile times and differentiated on the basis of their
assignment to subcategories within the 10-mile category. Likewite, at several points in Table 4,
DD reports having noticed that codes for contiguous digit groups have redundant elements.

29




~ R S S N e A R R N O I T A R e B N I T A X A e Y NN e AT R ey NN, B OGRS e AR A YT e
N L e S R e S S WUNE T ST, e A A A A T R T
LN N -

a
SN

27 _ 8

¥ TY R -2
PR Mo S

Redundancy is not the only basis for relating contiguous codes, however. DD regularly
recognizes and encodes sequences of semantic codes that occur in ascending (e.g. "half-mile,
three-quarter, one-mile”) or descending (e.g., "three-q: rter-mile, half, quarter") order within his
semantic coding system. He also notices and encodes altemating sequences of codes such as
"age, mile, age," or "two-mile, ten-mile, two-mile." Interestingly, his coding of such relations
between triplets of semantic codes is restricted to situations in which redundant (e.g., "mile, mile,
mile"), ascending, descending, or alternating codes occur within a supergroup unit of his retrieval
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building material for contextual codes.

Contiguity is not essential for DD to notice semantically similar codes and relate them. In .
Table 4 that he rcports noticing that 9390 is nearly identical to the sequence 9393 that occurred in
a previous trial. The scope of such discovered relations sometimes extends across sessions. On k>
one occasion, DD noticed that a particular digit sequence he was encoding had cccurred in an 5
identical position in a list in the previous day’s session. A check of the lists presented on the %
previous day verified DD’s observation. This anecdote, and, in general, DD’s ability to discover
redundancies of the type described here reflects two salient characteristics of his skill. The first is
a remarkable reiention of information over intervals of considerable length, during which a
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wealth of potentially irterfering information is encoded. The second is his ability to recognize

the threat of interfercace that redundant coding of digit groups creates and to encode relational

information that links and differentiates the redundant codes simultaneously. The result is a
» unique memory code which, in theory, resists interference.
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DD’s encoding of different relational patterns of information is not restricted in content to
semantic codes. He also reports noticing a variety of relations among digits. For example,
Tables 4 and 5 show several instances in which he notices the repetition of contiguous digits, both
within and between digit group boundaries. The phrase "back-to-back” typically identifies
contiguous and redundant symbols, be they semantic codes or digits. He also frequeatly reports
coding symmetric relations between individual digits and pairs of digits which he codes with the
. label "frontwards/backwards" (cf. DD’s coding of the sequence 8558 in Table 4). His use of this
latter category label for a variety of different contents (e.g., 191, 8558, age-mile-age) illustrates
the abstract nature of his contextual coding patterns.
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His protocols show that arithmetic relations among digits and digit groups form the basis for
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ancther class of contextual codes. There are frequent occasions on which DD reports coding
pairs of digits within 4-digit groups in terms of the difference between the quantities represented
by each pair. For example, in Table 4, DD reports coding the groups 4346 and 4548 in terms of
an attribute denoting a subtractive relation (e.g., "apart") and the value "three." Additive relations
are also noted for several digit groups and identified by the label "add-’em-up." This label is
applied when some subset of digits within a group sum to either another digit or combination of
digits within that group. The protocols related to the digit groups 352, 642, 716, and <327 in
Tabie 4 reveal several instances in which this general relation is encoded. In the case of the
contiguous sequences 352 and 642, DD explicitly mentions noticing a double redundancy in his
coding of these items; the pair are coded as being both "back-to-back" 1-mile times and
"add-'em-ups.”

Evidence suggests that DD uses contextual coding to reduce memcry interference on the
long trials he received at advanced stages of practice. The longer lists DD gets as a result of
improving his digit-span increase the amount of potentially interfering information with which he
must deal. This idea is consistent with the view that interference 15 the principal threat to vecall of
information stored in LTM (Anderson, 1985; Crowder, 1976). Becaure DD’s creation of
contextual codes is a8 form of elaborative encoding, this activity should enhance retention,
provided it does not hinder other "regular” coding operations.

Several sources of evidence show that intesference is a very real threat to success on
extended digit-span trials. Chase and Ericsson (1982) have shown for both SF and DD that
accuracy of serial recall diminishes as a function of trial order within a practice session and that
list rehearsal timeS increases. In addition, the probability of correctly recalling a digit group in
postsession free recall increases as a function of trial order. Subsequent work with DD has
replicated these findings, although the magnitude of Gie effects has diminished with practice,
when st length is held constant. Further evidence for interference has come from studies using
error analysis and protocol analysis. These studies relate serial recall errors to confusion of new
information with information encoded earlier within a list or in previous trials. Regularities in
these errors suggest that they are due to confusion of specific types of information created by
DD’s different coding mechanisms. For example, errors involving the transposition of entire
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begins his serial recall.
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digit groups from different supergroup clusters implies confusion of retrieval structure locations
within a list. Other errors car be attributed to the semantic similarity of incorrectly recalled digit

groups to previously presented digit groups.

Experimental evidence supports the idea that contextual coding enbances DD’s list retention
by reducing interference between .‘is memory codes during serial recall. In a series of
expenmemal sessions DD was presented with 50-digit lists whose contents were not randomly
generated, but cxi efully constructed to manipulate the opportunities for contextual coding they
presented. "Enric 1ed” lists provided many potential opportunities for contextual coding, whezeas
"depleted” lists were designed to minimize the number of such opportunities. It is important to
note that manipulation did not in any way alter DD’s normal list parsing, semantic encoding of
digit-groups, or mtrieval structure indexing.

Table 8 presents measures of DD’s serial recall performance as a function of list type.
DD’s serial recali was near-perfect and did not differ as a function of condition. Corsistent with
expectations, indices of retrieval speed show that the contents of enriched lists were recalled
much more quickly that those of the depleted lists. Analysis of recall times as a function of list
type and trial order within a session supported the hypothesis that contextual coding reduces LTM
interference. On the first trial of each session, where interference should be minimal, recall times
were nearly equivalent for both list types. Recall times rose sharply for depleted lists on
subsequent trials within a session, where increased interference is expected. Recall times for
enriched lists did not increase appreciably until tae fifth and sixth trials, and then only modestly
relative to increases observed for depleted lists.

This work provides converging evidence for DD’s encoding of contextual relztions and
suggests that this activity plays an important, but not indispensible role in enabling him to
achieve nearly perfect seiial recall of rapidly presented 50-digit lists. It seems likely that
contextual coding plays & much more important role in achieving perfect serial recall as the
length of trial lists increases. Consistent with the view of Chase and Ericason (1982) and in
support of the theory that motivated this study, contextual coding appears to be a mechanism
employed to reduce the interference that remains, even after well-elaborated memory traces have
been created using mechanisms that semantically encode short random s2quences and code their
oruinal relations.
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An important theoretical point is that DD’s contextual coding represents an emergent
mechanism used to achieve exceptional memory performance. This mechanism can be
understood in terms of the development of skilled memory. The coding strategies and structures
related to contextual coding are based on irformation created by DD’s use of a retrieval structure
and a similarly organized body of semantic knowledge. Practice with these mechanisms
increased the efficiency of their operation. The consequence is that large amounts of task-
relevant information are encoded, accessed, and recalled both reliably and efficiently. This
efficiency is important in that it provides DD with the resources to strategically process
information available to him in a working memory whose capacity is expanded by efficient LTM
coding and retrieval mechanisms.

Some General Conclusions About DD*s Skill

Collectively, studies of DD’s skill support the hypothesis that DD creates richly elaborated
LTM representations for the materials presented on digit-span trials. Various sources of evidence
described in this report suggest that the composition of these representations is consistent with the
rbstract tripartite structure originally proposed by Chase and Ericsson (1982) and shown
schematically in Figure 8. In addition, these studies show that the same mechanisms play
important roles in retrieving stored information.

Recently, developers of computer models of human learning and skilied performance have
discovered the advantages of combining information from different knowledge modules within a
system to produce intelligent behavior (Newell, 1989, 1990). Consistent with these findings, this
analysis shows that DD’s skill can be decomposed into separate knowledge components whose
coordinated interaction produces extraordinarily high levels of skilled performance.

To sum up, DD’s exceptional memory skill results from the interaction of practice,
knowledge, and strategies. At the start of his training DD exhibited no unusual general aptitudes
or memory abilitics. He was seiected, however, for his familiarity with a particular body of
knowledge that he could bring to his training and given an effective strategy for applying that
knowledge to extend his digit-span.

Through practice DD developed new resources for handling the memory demands of longer
and longer lists. Practice with the strategies he was given (and the memory mechanisms he
developed to implement these strategies) improved his performance in the digit-span task until his
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progsss brought him to the limitations of these mechanisms. Their use, however, provided him
witl> the resources to fasbion and implement new 3stiategies for dealing with the demanis that
Layer lists posed. His exploitation of the resources available to him - which include a large and
very well organized knowledge base, a wide revertoire of encoding strategies, and enhanced
information procesr ag efficiency -- enabled him to increase his information-provessing capacity
and extend the limits of human performance on the digit-span task.

1 emphasize what I see as the most novel aud important contribution this research makes to
understanding human expertise. In the literature, there is nearly universal agreement that a
corperstone of expertise s experts’ ability to rapidly encode global patterns of familiar, task-
relevznt information (Chase, 1986; Chase a'ad Simon, 1973a, 1973b; Chase & Ericsson, 1982,
Fricsson & Staszewski, 1989; Glaser & Chi, 1988; Newell, 1990; Olson & Rcuter, 1987; Posaer,
1988; Tech. Rept. 88-1, 89-1, 89-2). With the exceptions of studies carried out in the context of
SMT, few studies address how these patterns or chunks are represented, retrieved, and used.

Studies of DD’s skill go further. They catalogue the variations in content, structure, and
complexity of the patterns an expart strategically creates to achiev. exceptional performance.
They also dissect the kmowiedge base that supports high-level pattern recognition capabilities,
identifying specific mechanisms used to create one level of pattern information and whose
efficient and interactive operations generate the material and resources for the creation of higher-
order patter.3. They also show the same mechanisms are used to retrieve the encoded pattems.
In describing how practice, knowledge, and strategies relate to expert performance, these studies
describe how specific component mechanisms of DD’s skill interact with each other and with
practice to support the development of new and adaptive knowledge structures and memory
coding processes.

Expert Mental Calculation: Structure z.0d Process

Several sources of evidence show that the menta: calculation trainees’ memory management
strategies are consistent with the principles of skilled memory. The three following sections
outline the support for this claim. Detailed analyses of the . .aces’ computational procedures
also show that efficient computational strategies can reduce the memory demands of mental
calculation and that their adoption can improve performance.
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Evidence for Skilled Memory

Retrieval structures in expert mental calculation

One source of evidence for retricval structures are concurrent verbal protocols collected
from GG and JA. Approximately 25-30 hours of verbarzed solutions have been collected from
each. These data were obtained by asking the trainees to "think aloud" (Ericsson & Simon, 1980;
Newell & Simon, 1972) as they solved problems just like those presented in practice sessions in
terms of size and mode of presentation.

Clear evidence for retrieval structures comes from the manner in which both trainees
structure problem multiplicands, intermediate results, and products in their protocols. For
instance, when GG encodes a five-digit multiplicand upon presentatios, the pause between his
enunciation of the second and third digit is noticeably lonzer that those separdting other
consecutive rair of digits (which are approximately equivalent). The same temporal pattem
characterizes his subsequent references to this operand within a solution protocol. The finding
that this pattern iz ccasistently observed for the vast majority of five-digit multiplicands in the
1x5’s and 2x5's indicates that this is an abstract representational format. The pattern of pauses
suggests that this format is hierarchically structured, consis.ing of two intermediate level abstract
units, the first containing the first two digits and the second containing the remaining three. The
temporal structure of his four-digit multiplicands suggests a abstract hierarchical structure
containing two groups of two digits. Similar regularitics are evident for his structuriug of
intermediate results and final products, although it appears that the organizational format used to
represent any number that appears in his computations depends upon variables such as its
magnitude, the size of the problem, and the function it serves in computation (problem operand,
intermediate result, or final product). JA’s protocols reveal sizuilar structural regularities in his
representation of numbers, however the specific formats used by JA differ from GG's.

Chronometric data have been used to confirm these observations. Because Estening to the
multiplicands recalled by the trainees in post-practice problem recall sessions suggested the same
sort of temporal organization seen in their concurrent protocols, the final free recall protocols
provided an opportunity to test notions of retrieval structure organization based on the concurrent
protocols. Thesefore, predictions were made about the structure of multiplicands for different
sized problems for each of the ¢ inees and then tested by measuring the pauses between the
individual digits of the multiplicands re.alled in final free recall.
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For example, the tree-structures drawn in the right-hand comer of each of the plots in Figure
9 represent the retrizval structure organizations predicted for GG's 3-, 4-, and S-digit
multiplicands. Note that predicting a single structure for all problems with a common B
multiplicand size, disregarding the variables of multiplier size (1x or 2x), problem presentation
mode (oral or visual), and multiplier value, implies that a common abstract structure is used to
code many varied instances.

Making the same assumption used test models of DD’s retrieval structure organization (ie., :

that a tree traversal process is used to access digits represented by the terminal nodes of a

hierarchical associative memory structue), longer pau.  are predicted beiween pairs of digits ) ,'M

é that span retrieval structure unit boundaries. The data . s plotted as & function of intervals 4

between consecutive pairs ¢f digits snd problem presentation mode, represent means for a

minimum of 50 observations. The important finding ic that statistically reliable increases in

pause times occur at the predicted inter-digit intervals, confirming that retrieval structures are
used to store and access task -critical information in LTM.

s
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Further evidence validating the trainee’s use of retrieval structures comes from the
successful prediction of the trainees’ solution times achieved by process models discussed in a
later section of this report. A more detailed description of the retrieval structures employed by
the trainees is found in Technical Report 88 1.

Evidence for chunking
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A characteristic of expart mental calculators repeatedly cited in the literature is an extensive

knowledge base of interrelated and easily accessivie number facts (Ball. 1892; Bidder, 1356;

Bryan, Lindley, & Harter, 1941; Hunter, 1962, 1977; Jakobsson, 1944; Ml)hell. 1907; Mueller,

1911; Sandor, 1932; Smith, 1983). For exsmple, Hunter (1977) reported tha: Aitken could

"automatically” report whether aay number up to 1500 is a prime or not an<, if not, immediately

give its factors. Bryan, Linaiey, & Harter (1941) reported that another expert, AG, knew “by

beart” (e multiplication tables up to 330 x 130, the squares of all pumbers up to 130, the cubes of

numbers up to 100, fourth powers up o 20, and more. Consistent with these repoets, AB exhibits

; a similarly elaborate knowledgc base of number facts and relations, which he reports to have

duveloped not through intentional memorization but, naturally, through yvears of practice at
squaring and multiplying. '
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In spite of the limited amount of practicc GG and JA have had relative to the expests cited
above, several kinds of evidence indicate that each has acquired a storz of declarative knowledge
which resembles the knowledge acquired ty lifelong experts in use, if not in volume.

The first signs of such development occurred for both trainees at a remarkably similar point
in their training. Around their 200th session, both showed ar: increasing incidence of unusually
fast sol.tion times on cestain 1 x 2s. The times for these problems were closer to those normally
observed for identy problems (whose mvltiplier is 1) and “decade” problems (whose
multiplicands are multiples of 10) than to the times for problems whose products presumably had
to be computed rather than retrieved from memory. Whea guestioned about these instances, both
GG ard JA invariably reported recognizing a familiar problem and consequently deviating from
their usua! solution procedures. In many of these instances, they reported immediately
"knowing" an answer upon receipt of a problem. In addition, both reported occasionally noticing
such familiar problems embedded in larger problems and altering their computational plans
accord'ngly. On the basis of these reports, post-trial retrospective protocols were taken from GG
and JA during practice sessions on a regular basis to determine the frequency and circumstances
under which such events occurred. In addition, the frequency with which concurrent protocols

were taken wis increased.

Tbe retrospective and concurrent protocol data both showed evidernce consistent with the
mnemonic encoding principle of skilled memory. The retrospective protocols showed that the
frequency with which the trainees’ report noticing familiar subproblems with practice problems
increased fairly steadily with practice. Between sessions 226-235, both reported noticing such
subproblems on about 30% of the practice trials on which such pattern recognition can occur.
These percentages stood at 89% for GG after 450 session and 64% for JA at the end of his
practice.

The concurrent protocols show these numeric patterns are treated in two qualitatively
different ways in the course of computation. First, these patterns are expressed are quantities
rather than as concatenations of single digits. For instance, with the problem 25x4, the
suitiplicand would be expressed as "twenty-five," rather than as a ordered pair of digits (i.e.,
"two, five’). Second, such familisr patterns are distinguished by the ways their products are
produced. Typically, there is no record of intermediate computation intervening between
attention being paid to a familiar subproblems operands and the generation of its product, which
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occurs almost instantly. This is consistent with the very fast solution times observed for such 1x2
problemsin  ctice,

In what sense are these patterns meaningful? The answer is best revealed by the trainees’
protocols. Concurrent protocols show that theis recognition of particular patterns leads to the
selection of one of a variety of fairly local computational strategies that each has available. These
straiegies are local in two senses. First, the patterns on which they are based are small and consist
of two elements, a multiplier und multiplicand. GG's patierns, even at the conclusion of his
training, were rarely larger than 1 x 2. This was generally true for JA, although occasionally he
reported encoding patterns as large as 1 x 4. The limited size ox these patterns, which falls within
estimates of STM capacity, suggests the constraint that ST™ imposes on coding processes.
Second, these stralegies are local in the senr: that they are implemented within the larger
stereotypic contro! structures that represent the general left-to-right algorithms that JA and GG
use for one- (1x) and two-place (2x) multiplication. Essentially, the patterns that GG and JA
recognize and encode represent familiar subproblems which can be solved efficiently with
specialized strategies.

Both the patterns and strategies to which particular patterns relate differ for the trainees. In
general, JA has a larger repertoire of strategies and a greater variety of pattern classes to which
they are related. Like GG, JA has "expanded his multiplication tables” so that there are a variety
of 1 x 25 whose products he can retrieve and report in a second or less. His ability to {lentify

quickly the factors of particular numbers enables him to combine factoring and retrieval as a -

means of solving certain problems and subproblems. In addition, in the course of practice JA
discovered an absiract pattern of results related to an abstract class of problems that led him to
devise a computational strategy whose basic procedures resemble those taught in the
Trachtenberg system of speeded mathematical computation (Cutler & McShane, 1960).
Basically, this strategy is a rule-based computational system applicable to problems or
subproblems whose multiplier is 9 and whose multiplicand is a sequence of digits that are either
identical (e.g., 9 x 444) or else ascend or descend in units of either 1 or 2 (e.g., 9 x 876,9 x 579, 9
X 234, etc.). Exploiting the redundancies in the products of such problems, JA's strategy enables
him to eliminate addition operatiuns from his computations, thus saving him time.

Although GG's strategies are less varied and original than JA's, his strategies illustrate how
rapid pattern recognition and efficient strategy use can improve calculation speed. Table 9
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yiesents the principal results of a study that investigated the relation between hu strategy use and

performance:.

In this study the efficiency of GG's strategies was examined by testing him on the eatire
population of 1 x 2 multiplication problems (excludirg problems that use O 25 a multiplier). In
the oral condition, each of a set of 810 problems was read just as in oral practice blocks. In the
visual condition, problems were presented visually on a CRT. Problems in each condition were
presenied in random order, and approximately 100 tials were presented in each of 8 sessions
conducted on cousecutive days. On each trial GG's task was tc report the product of the
presented prcblem as quickly as possible and afterward report the strategy be used to solve the
problem.

Four basic strategies previously observed in GG’s protocols were reported. His Identity
stra’egy, applied to problems with a multiplier of one, is intuitively obvious; GG would simply
report ‘he multiplicand that had bezn presented. He described his second strategy, labelled
Rezrieval, as one in which he would report the product that he "immediately knew" upon problem
presentation. GG's other two 1 x 2 strategies involved sequential arithmetic operations, in
contrast to the two already mentioned. The strategy labelled Calculation invotved solving 1 x 28
in the way that GG originally solved them at the beginning of his training, just as novices would,
using two operations to generate simple products and a third operation to add them. His
remaining strategy, labelled Grouping, represents an abbreviated version of full computation.
According to GG, this procedure invo.ves two consciously controlled steps. The first ¢ .ration,
be reports, is his immediate and simultaneous retrieval of two simple products upon receipt of a
problem. The second operation is their addition. Note that with the excepiion of problems on
which the "Full” computation strategy is used, GG's concurrent verbal protocols indicate that he
represents muitiplicands as single quantities or chunks rather than as discr .¢ symbols. This
suggests that the patterns driving strategy selection are specific pairs of quantities.

Table 9 shows the proportion of trials on which each strategy was employed for both
presentation conditions, and GG's mean reaction times aggregated as a function of reported
solution strategy. Because detailed presentition of these results exceeds the scope of the present
discussion, the data will be used to make three general points. First, the "full” strategy is used in
only about 5% of the situations where GG used it as a novice. Second, the "retrieval” and
"grouping” strategies produce solutions much more quickly than full calculation. It is also the
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case that these strategies produce fewer intermediate results, an important consideration i dat
such results represent potential sources of interference when it is time to retrieve a product for
output. Third, GG’s average response latency (the interval between problem presentation and
respoase initiation) for all visaally presented 1 x 2s (Mean = 692 msec, SD = 136) approximates
solution times that unpracticed adults produce in solving visually presented simple (1 x 1)
multiplication problems (Aiken & Williams, 1973; Campbell, 1987). In general, these findings
illustrate how knowledge scquired through practice can produce dramatic improvements in
calculation speed. The knowledge referred to here consists of meaningful patterns of information
associated with specialized computational strategies. These patterns are meaningful in the sense
tiwt they are explicitly encoded and used to enable JA and GG to achieve their principle goal, to
solve multiplication problen:s as quickly and as accurately as possible.

The general point here it chat AB, GG, and JA all exhibit a form of mnemonic coding that
resembies the patiern recognition capabilities of experts from other domains (Chase & Simon,
19732, 1973b; Eisenstadt & Karcev, 1975; Reitman, 1975). Through eatensive practice with a
wide variety of problems, thcse experts have learned to recognize muiti-digit patterns that
randomly occur both in isolation and embedded in larger probiems. These patterns are
meaningful in the scnse that they are linked to specific computational strategies that reduce
calculation times. In their discussion of the role of patiern recogniticz in the play of
chessmasters, Simon & Chase (1973; Chase & Simon, 1973b) suggested that the patterns experts
hold in memory are linked to plausible "good” moves. As a result, their ability to rapidly
recognize familiar patterns enatles them to select moves more eff.siently than less skilled
players. The current work shows that similar knowledge-based pattern recognition apabilities
enable expert mental calculators to employ computational aleorithms that decrease solution times.
Thus, this work explicitly links complex pattern recogntion with strategy selectioc and high-level

performance.

It is theoretically significant that Siegicr’s studies of children's arithmetic (Siegler &
Jenkins, 1989; Siegler & Shrager, 1984) suow that children’s skills paraliel those 0f GG and JA in
several respects. For instance, children discover and employ a variety of computational stratezies
for solving simple arithmetic problems. In addition, there is good evidence that their strategy
selection is apparently determined by their recoguition of specific familiar cotavinations of
problem o} rands. Finally, as their skills improve with practice, memory retrieval replaces multi-

40

o ey an



A fesay

T R S T AL AT S Y R S Y P e R e T
CAS s . v
3 I

R q,;::.,n,;,,\ Rt ERREE S W A S R 44

: 38

1 step computation as the preferred solution strategy for an increasing number of problems. These
pamlléls suggest a fundamental ‘continnity in the skill acquisition process across age levels,
practice levels, and tasks.

] To sum up, it appears that expert mental calculators use semantic memory in three principal
ways to achieve fast and accurate performance. First, consistent with Skilled Memory Theory’s
; mnemonic eucoding principle, they use an elaborat:ly interrelate knowledge base to recognize
and encode meaningful pattems of numbers that occur either as problems or embedded
subproblems, thus promoting their retention. Second, much like chessmasters apparently use
their pattern recognition capabilities to efficiently select effective chess moves, calculation
experts use their unique pattern recognition capabilities to select efficient computational
. strategies on a problem-by-problem basis. Finally, experts use their knowledge to replace
computation with retrisval as a means of generating products and intermediate results, thereby
; decreasing sciution times. Just as SF and DD became expert mnemonists by leaming to use
semantic men.oty to encode meaningful patterns of digits, this work shows that GG and JA have
developed knowledge bases which they use in a similar fashion to become experts in the domain
of mental calculation.

Evidence for speed-up

The speed-up seen in the trainees’ solution times implies an underlying increase in the
speed with which meaningful patterns are recognized, encoded with retrieval structures, and later
retrieved. These data do not provide conclusive support for SMT’s speed-up principle, however.
Improvements in solution speed can result also from the discovery and use of efficient
computational algorithms that decrease both the processing and memory demands related to
computing soletions. Clearer support for the speed-up principle comes from data that relate
speed-up more directly to memory encoding and retrieval processes.
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Figure 10 plots GG's leaming curves cnmbining curves for orally and visually pressated
problezas of correspending problem size in each plot. The shaded area in ~ach plot depicts the
visual advantage, that is, the amount of time by which mean solution time for orally presented
problems exceeds the mean for visually presented problems. This measure is obtained by
subtracting the mean solution time for visually presented problems from the mean for orally
presented problems for each block of § practice sessions. Unshaded areas between the two
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functions indicate blocks in which probiems presented orally were solved more quickly than
visual problems.

The most salient common feature of these plots is the reduction in shaded area as a function
of practice. This reflects a gradual convergence of solution times for the oral and visual
pcesentation.  Statistical comparison of oral and visual solution times from sessions 476-500
reveals that a reiiable difference between means occurs only for 1 x 1s; here, orally presented
problems are solved more quickly. In addition, a consistent but non-significant oral advantage is
observed for 1 x 25 and 1 x 3s. Considering GG's ability to use direct retrieval to solve & good
proportion of 1 x 2 problems, presentation of the first problem operand in the oral condition may
prime associaied patterns in semantic memory and lead to faster retrieval times than those found
: ia the visual condition. For all other problems sizes, the means still reflect a slight visual
advantage that is swamped by the variability in solution times. The main point, howeve, is that
: the visual advantage evident in the early stages of practice diminishes in all cases with practice.
The interpretation of this trend is that GG's skills at storing and retrieving problem information in
LTM have improved with practice to a point where he encodes and operates upoa internal
representations nearly as quickly as he processes external representations.

The same general pattern, that of a reduction of the visual advantage as a functun of
practice for al. _ oblem sizes larger than 1x3’s, is also observed for JA. Consistent with this
practice related trend, further eviaence for the speed-up principle iz seen in AB’s performance.
His solution times show no reliable differences as a function of presentation mode over the same
range of problem sizes.

The relevant difference between preseatation conditions lies in the demands they place upon
memory. Recall that, in the visual condition, problenr operands are consts:ly available for
inspection while the solution process proceeds, whereas in the oral condition get:ng the co.. ct
answer to a problem depends on perfect retention of problem operands. Thus, it seems
reasonable to assume that the visual advantage stems from the extra ti.ae uzed to encode and
retrieve problem operands (and their constituent elements) in the oral condition.
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The key empirical finding is that the visual advantage evident in the ezrly stages of practice

and logically related to memory load diminishes wit! practice. The interpretation of this trend is

that the trainees’ skills in storing and retrieving problem information in LTM have improved with
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practice to a point where they encode and operate upon internal representations nearly as quickly

as they process external representations of the same information. This development is consistant

v et et ST

with the speed-up principle of skilled memory.
Proce: ~.¢ Strategies, Capacities, and Performance

Although the evidence obtained indicates that skilled memory represents one way expcits

B St

can increase information-processing efficiency, it is nov #ic only means. Automatizing
‘ proce-sing operations represeats another (Schneider, Dwuais, & Shiffrin, 1984) is another. The 3
use of efficient strategies is still another (Chase & Ericsson, 1982; Cheng, 1985; Hunter, 1977; ;’E
: Simon, 1975; Siegier & Jenkins, 1989). Several findings from the mental calculation training T”?
study support this latter claim. ;&
First, the training study originally contrasted the effect of practicing the left-to-right and %

conventional right-to-left methods of multiplication on the assumption that lightrang mental
calculators use the most ~Ziuient strategies (Chase & Ericsson, 1982; Hunter, 1577). The pattem:

of early practice results obtained was consistent with this assumption. o
Second, analyses of concurrent verbal reports taken from JA and GG as they solved ‘}
problems revealed a significant difference in the way in which they implemented left-tc-right i
strategy. Although their procedures are more similer than different, sharing many common )
features including the use of chunking and retrieval structures, the general strategies they applied ‘y
on 2x problems clearly differed in terms of the number of processing steps involved. JA's
strategy was ciearly more efficient than GG’s, particulary in the number of operations that wer:
devoted to mai ataining intermediate results in memory.

5 Bt

Third, model-based analyses also showed differences in processing complexity between
JA’s and GG’s 2x strategies. In fact, it was the protocol evidence t*st prompted construction of
process-models of the trainees’ procedures. The purpose was 1o represent their thought processes
in way that the relative efficieacy of their computational strategies could be meas- ed objectively
and precisely.

R o U UL N U SN T PO

Briefly, these models were designed with control structures that produced the sequeace of
operations that characterized each trainee’s solutior, procedures across different problems of
varying size. A theoretically important feature of the models was their assumption that both GG
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and JA used retrieval structures to encode and retrieve problem operands an. intermediate results
in working memc:y during their calculations. Because the protocols indicated that most of their
arithmetic operations involved only eleme-  of operands and intermediate resuits, both models
assumed that (a) all multiplication and addition operations are carried out on pairs of symbols
representing single digits’, and (b) retrieving individual symbols, nested within hierarchically
organized knowledge representations, carries with it the overhead of traversing the abstract
architecture used (0 organize and access these symbols. Thus, basic memory search and retrieval
operations that access the inputs for srithmetic operations constitute a major portion of the
processing necded to execute each simple arithmetic operation involved in solving a problem. A
measure of task complexity related to solving a particular problem is obtained by summing the
number of elementary memory operations needed to execute the arithmetic, rehearsal, or
reformatting operations that a solution algorithm dictates for a specific problem.

Once the trzinees’ procedures were captured in running programs, the different programs
were given a test set of identical 2x problems. Comparison of the models’ performance showed
that JA’s method was more efficient than GG’s in terms of the number of operations it required to
produce solutions. A more detailed examination of the models’ performance as a function of
problem size shcwed that the relative advantage of JA's strategy varied proportionally with
problem size; JA's strategy was only marginally more efficient than GG’s in solving 2 x 2s, but
its margin of superiority increased monotonically with each increas2 in multiplicand size.

These findings were consistent with the pattern of results shown repeatedly when J.A's and
GG's solution times were compared at equivalent levels of practice using samples taken betwern
sessions 100 and 300. GG’s average golution times were faster tian JA's for all levels of Ix
problems, roughly cquivalent to JA's times for 2 x s, and sloxer by an increasing murgin as
p-obiem size increased to 2 x 55.

To test whe validity of these models more directly, the same problems that he trainees
reczived in practice were fed into the simulz*iou programs. Their runs produced estimates of task
complexity for each problem of each problem-s..- category. These measures wers used to

MThese first-approximation models make no provisions for either trainee's ability to retrieve solutions to familiar 1 x
2s ox encode x.d operate upon their double-digit operends as unitary quantities. Therefore, despite the encoumging
mnﬂuobtdnedusingtbuemodehumdyuctooh.theyfméunlmdevelopmcntmdtemngbdorethcycanbe
confidently regarded as complete, psychologically valid models of the trainees’ skills
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predict the trainees’ solution times. The results were both encouraging and infumatiye. First,
across several samples both GG's and JA's models could consistently account for about 80% of
the variance in their . pective solution times. The pstametsr estimaies produced by these
analyses implied that JA took roughly 300 msec per assumed processing operation and GG about
250 msec, values corresponding to independent estimates of the durations of goal-directed
cognitive operations (Newell, 1990; Simon, 1979).

From this finding, it follows that GG’s solution times should be faster than JA's on
problemas whose solutions required approximately the zame number of operatiang, Moreover,
because the models show that GG's solutions for 2 x 3s, 2 x 4s, and 2 x 5s require increasingly
more operations ilian JA’s solutions, the models predict that his solution times should fall farther
and farther behind JA's as the size of 2x’s increases. These predictions fitted the pattern of
results shown repeatedly when JA's and GG'ssolution times were compared. Thus, the model-
based analyses coffered an explanation for the differences obseried in trainees’ performance.
GG’s relative advantage over JA in processing speed is reflected in his faster solution times on
1x’s, but this advantage is negated on the larger 2x problems by the additional processing
operations that his 2x algorithm requires.

To directly test the hypothesis that the differences in the efficiency of JA’s and GG’s 2x
compuational algorithms might account for tnis pattern of performance, the following
experiment was perfoi med. At the beginning of GG’s 501st practice session, JA's method for 2x
calculation was described to him and he was instructed to use this new method in all subsequent
pructice sessions. In order to compare GG's performance using the two strategies in as controlled
a fushion as possible, the problems precnted in sessions 401-500 were re-presented in sessions
5(1-600 in the same order and ander their original presentation conditions.

Figure 11 plots GG's average solution timzs for sessions 476-500, sessions in wkich he was
stil! using his original 2x algorithm, and sessions 576-600, sessions in which he was fairly well
practiced in using JA's 2x algorithm. Comparison of the functions shows an improvement in
solution times for all problems sizes with practice. ‘Lhe average improvement for 1x problems 1.
approximately 7% and represents a baseline sgainst which improvements due to the experimental
manipulation can be measured. Focusing on the times for 2x’s, the effects related to switching
strategies are interesting in several respects.
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First, the general pattern of improvement was predicted in advance by the simulation
models’ estimates of task complexity; solution times for 2 x 28, 2 x 3s, 2 x 45, and 2 x 58 showed
decreases of 9%, 25%, 31%, and 40%, respectively. Note that the greatest decreases occur for the
problem sizes on which GG's solution times are faster than AB's(2x3's,2x4's,and 2x §'s).
The implication is that GG, left to his own devices, would have required considerably raore
practice to achieve the level of performance that instructional intervention has produced. This
result demonstrates how information obtained by analyzing expd't performance can be used to
"engine;" human expertise in cognitive skills as well as perceptual kiils (Biederman & Shiffrar,
1987).

Second, GG was able to adapt to the new algorithm with surprisingly little difficulty.
Quantitatively, close inspection of GG's 2x leaming curves showed a relatively sma)l and
temporary increase in GG's solution times immediately after switching strategies. A szaall (29)
and temporary increase in his 2x error rates also occurred at the same point. Qualitatively,
concurrent verbal protocols taken during the first few days of the strategy switch also showed a
corresponding decressz in the fluency of GG's sequence of operations. In retrospective reports,
he mentioned havag to pay "a little closer attention” to sequeacing his cperations on each 2x
trial, which he believed slowed him down. Significuntly, both types of protocols revealled that
GG could encode problem operands and intermediate results via his retrieval structures and
execute his pattern-driven computational strategies within the new algorithm without any

apparent difficulty.

Theories of skill acquisition (Fitts ¢ Posner, 1967; Schneider & Shiffrin, 1977; Shiffrin&
Schneider, 1977) that emphasize the development of automaticity predict that high levels of
practice under stable condition.« produce relatively inflexible skills. While there is some evidence
for the negative transfer predicted by such theories in the current experiment, the performance
decrement related to GG's switch from a familiar strategy to a novel one is trivial compared to
that shown when the task envizonment in which subjects had automatized their skills was altered
radically (Experiment 1, Shiffrin & Schneider, 1977). The relative absence of negative transfer is
not entirely surprising, because the high variability built into the trainees’ practice environment is
not conducive to the development of automaticity (Schneider, Dumais, & Shiffrin, 1984).

Although it seems likely that automatization of relatively low-level processes (pattern
recognition, memory retrieval) makes an important contribution to *.,G's impressive prrformance,
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the ease with which he adapted to using a new algorithm indicates a considerable degree of
control and flexibility in his skill. This finding supports Bartlett's (1932) views on expertise and
flexibility. This experiment also shows that the acquisition of expert-level skill is a complex
process involving more than the automatization of mental operations (Cheng, 19£5) and the
development of skilled memory. Strategy discovery and use play important roles.

4. Mcthodology: Implications for Theory

The approach this project uses to analyze expertise and its development departs from the
traditional methods used by experimental psychologists and computer scientists in several
respects. - distinguishing features are described followed by a brief discussion of its advantage
and disadvantages.

First, it analyzes complex, goal-directed behavicr that streiches often over several teus of
seconds. The activities studied are complex in the sense that they require selection and
coordination, particularly serial organization, of a variety of cognitive processes. The inteat is to
catalogue as completely as possible the key structures and processes that coatribute to exceptional
buman performance as well as the control structures that orchestrate their operation.

Analysis of subjects’ leaming and performance is fine-grained. Individuals rather than
groups are studied, and their performance is analyzed on a trial-by-trial basis as they adapt their
activities to the demands of a particular task environment over long periods of practice. The
danger of blindly averaging over sul jects and trials is that subtle regularitics in behavior that
represent precise and flexible adaptation can be hidden.

The analyses are comprehensive. Once again, the intent is to catalogue as completely as
possible the key mechanisms that contribute (o0 exceptional human performance and the controi
structure(s) that govern their interaction. Therefore, multiple tasks are used to study subjects’
performance (i.e., variants of the digit-span task, ietter-span, word-span, the Luria Matrix, free
recall, probed recall, etc.) often with muitiple methods (verbal protocol analysis, experimental
hypothesis testing, simulation), using multiple measures (chronometric measures, accuracy,
verbal reports). Such a strategy is designed to identify specialized subsyitems mediating complex
behavior and to test the range of their application. Also, keeping in miad that the phenomena
under investigation, knowledge and cognitive processes, can only be studied indirectly, the use of
maltiple methods is extremely important to incure comstruct validity. This multitask,
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multimethod approach assumes that the strategy of converging operations is the best route to the
soundest scientific conclusions.

The obvious disadvantage of the idiographic approach is the difficulty of producing findings
that generalize across subjects. However, in spite of the relatively few subjects studied under the
subric of the Skilled Memory Project (by Chase, Ericsson, and Staszewski), rommon
characteristics consistent with the tenents of SMT have been abstracted fror differer.. expert
subjects from different skill domaics. Of course, comprehensive analysis of even a single
subject, let alone several, using multiple methods and measures is inherently expensive in terms

of time and resources.

Hopefully, the foregoug pages show the reader that the advantages of this appraoch to
studying expertise outweighs the costs. In general, rhe advantage of this approach is that it can
yield relatively detailed, coherent locai theories of expertise and its development from wiﬁch
more general theoretical principles can be abstractzd. In contrast to much of the previous
research on expertis2, this approach follows the methodological advice Newell (1973) urged upon
cognitive psychology for the sake of sustained theoretical progress. It aims for a comprehensive
understanding of the structures, processes, knowledge that experts employ and the way in which
these siements are organized as integrated, adaptive information-processing systems that produce
goal-directed behavior. Newell (1990) cites the theoretical value of this approach to
understanding the complex information-processing that characterizes intelligent thought.

The longitudinal character of this approach is important because it reveals how intelligent
systems adapt to the demands of particular tasks with experience. This approach has shown how
practice-related changes in knowledge representations and processes produce quantitative and
qualitative changes in behavior. Whereas other approaches to the study of expertise have led to
the inference that acquired knowledge is its foundations, this approach has succeeded in
demonstrating the validity of this claim. Siegler and Jenkins (1989) note how this approach to the
study of learning is particularly useful for understanding the relation between cognitive strategies
and performan. &, 12 important but relatively neglecied topic. Most importantly, from the
perspective of this project’s objectives, this approach has produced new empirical and theoretical
insights into how normal individuals overcome innate impediments to learning and performing
complex cognitive tasks to achieve levels of performance once considered beyond their
capabilities.
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§. Practical Implications

Because this project falls into the category of basic rescarch, its main goal was to produce a
body of theory and data that would add to our scientifc understanding human expertise and its
g development. Fundamentally, it has shown that expert knowledge can be analyzed at a relatively
fine grain and has demonstrated the value of such analyses for modelling expest performance and
designing interventions that facilitate the development of expertise. These accomplishments hold
; practical implications for the enterprise of "knowledge ergineering.”
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In the context in which it was introduced (Feigenbaum, 1977), the phase "knowledge
engineering” referred to the development of expert systems by computer scientists studying
artificial intelligence. Researchers and practicioners geaenally agree that extracting knowledge
from experts so that it can be represenied in functional programs is pethaps the most crucial and
difficult aspect fo building suci: systems (Olson & Reuter, 1987; Waterman, 1986; Winston,
1984). The direct knowledge =xtraction methods typically used and taught account for this
problem to no smail degree. They are only suited to identifying knowledge that an expert can
consciously access and commuuicate accurately. Much psychological evidence vn the flaws of
self-report measures (Nisbett & Wilson, 1977) and the nature and peneirability of expert
knowledge indicates that inherent limitations hamper conventional methods.
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This project’s successful modeling of aspects of its experts’ performance suggests that its
comprehensive approach to knowledge extraction, combining a complnentary variety of direct
and indirect methods, offers a viable and potentially valuable alternative to the conventional
approach. 'n addition, the theoretical accomplishments of this project offer knowledge engineers
a body of knowledge that can be used to guide their efforts in knowledge extraction. To the
exteny that this project offers a body of theoretical and mcthodological principles that computer
scientists can apply, it can help make knowledge engineering less an art (Feigenbaum, 1977) and
more the scientific activity that the term engineering implies.
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The findings of this project’s training studies also suggest that "knowledge engineering”
cxtends beyond the field of artificial intelligence to that of instructional design. They show that
cognitive science has the methods to discover and explicitly describ’, expert processing strategies
and that interventions based on such research can be used to facilitate the development of
expertise. Its Jdescription of knowledge structures supporting expertise suggests that organized
semantic networks and retrieval structures can be used by educators as targets for instruction and
learning (Glaser, 1989; Glaser & Bassok, 1990).
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6. Summary of Publications
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Over 100... 101-109
Nunoo-<
Undar 100... 090-099

2 Oid 70's-3%s~... 070-089

22 Mmm...oeo—oss
e o ~JJS 30%..:030-039
$3 ~D0 20%.,:620-02
Teens:..013-019
> Kid...001-012
» 1080-1099
1180-1199
1260-1299
11360-1309
1480-1499
. v1580-1999
> Wogh+< — s800-0059
Race Timec...5800-8059
Workout Times...4800-4859
Slow...3800-3959
Good Road Rac~3...2800-2959
Under 30 Great Racs...2800-2859
. S e
o 1200-259
20 1200-1359
E § 1400-1459
EQ S y 1500-1589
‘3 ©
© 1100-1159
St 1000-1059
High School...900-959°
S o College...820-859 *
2o :Wotld Class...800-819 *
g g - Slow...741-759
€ :
eF Fast.700-740 s Training miles/odd...801-859
- / Women's Pace Times/éven...802-856 -
Smin. Skow, open miles...541-559
Paoce...521-840
Smin. Race Training...500-520
Race Timu\ Pace Times...430-459
< Race Times..346-429*
Sm Pace..340-348
Good 2m Face...330-340
. Workout Paoe...320-329
DD’s Range/Pacse...310-319-
Good, hard 34..300-310  , a44.259
Liﬂa Pace Tlmes-é 200.240
‘ Race 'nmn< Good Coliege 2m... 150-159
llepit...120-140 World Class... 141-149°
Above 50...046-049
Below u...050-059 63
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Pause Times in GG's Problem Recall
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100 1
0 T i
1 2
1500 7= ]
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700 4
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. 300 4 ki
’ 200 - ‘
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Table 4

Verbal Protocol: DD’s Enceding of a 75-digit List i
Group DD's Report: k.

0204 OFK, st gra was & lf i, o, o, o, four. | aid o, o, oh o, 3

i mile. . &
‘ 4927 And then, ah, | had back-to-back fourz, that's forty-nine tveniy-seven, a ien %
‘ miie, s1d | said that two and seven add up to that nine and had that forty- -
nine. a 3

5832 * Then, ah, five, Gght, three, two was & ten mile and | just said | got back-to- 4

back ten miles and then the three and two add up.to that five. | said OK, =

j five's the first digit and thess add up to 1. g
1800 And, um, then the eighteen hundred | just said was a date. .3

352 And then, um, seven, no, three, iive, two was a mile time. | said it's a real o

fast mile time and i's &n add-'em-up. E:

842 And six, four, t¥o was a rile ime, wus an add-'em-up and | just said, OK, 3

they're both add-'em-ups, but they're ke totally different. | mean one is so

much taster than tha other one, but they were both back-to-back miles, -3

828 And then nino two eigit was a two mile. 3

E

4658 Then forty-six fifty-eight was & ten mile, and | juut said that was tweive apart 3

4753 And then forty-seven ffty-three was & ten mile and it was six apart, and | 3

said, OK, | got back-to-back ten miles. %

4348 And ther: ah, four, three, four, six was & mile time, three aps:t between

forty-three and forty Jix. E

718 Then ah, seven, one, six was a threa thousand meter add-'em-up.

284 Then ah, two eight four wes an age. j

444 i had back-io-back fours, it was just four, four, four, was a mile ime.

9025 Then nine, oh, two, fve was & two mile -

9390 and nine th=3 nine ch was & two mil. | said, OK, ] hed nine, thres, rine,

three before [in & previously presented Xsi], ihis is yust nine, thres, nine, oh. 3

That was back-to-back two miles. ' . Y

8 ‘Then the thirc one was a two mile, 0 | got three two miles in a row here. it o

w. sight, five, five, eight and it was fror. sards and backwards.

285 Then, ah, two, eight, five was an age. | said OK, | had, | k-3t had two, eight,

four. This is two, eight, five, one tenth of a year cider.

762 Then, ah, seven, six, two was an ags. | didn't reefly do anything with that.

869 And thon eight, six, nine was an age. | said OK, it's aimost eighty-seven. | p

just said OF,, | got ‘wo back-to-back ages that | really wasn't crazy about. | 3

just waned o rehearse and get b>ck to them as fast as possible. %

4393 And then the four, three, nine, three was a mile, | said fity apart. :

4548 And ther fcar, five, four, eight was a mile and | said there was three apart 1

Q . bmenma“. }?
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Table 5

Verbal Protoccl: DD’s Encoding of a 50-digit List

Group DD's Report:
3785 First group, um, the whcie first four groups of four, it j.1st went two ages,

I
mile, mile, two ages, and the miles were similar and the two ages were i
similar, 30 | just waz set on that. | mean | was in great shape. So it was ,

twn ages, they were two apart, first group.
6307 Then the mile, just a fittle over six and & half minutes ! said. }
8261 And the next one, six, two, six, one. | said, OK, It's faster and it's sixty-two %
sixty-one, and it's one apart betwaen the sixty-two and sixty-one. E
8871 And then the iast one was eighty-eight, seventy-one. It's two ages and |
just, | didn't figure any age ditference, but | knew that the first age was in ;
the eighties and my first group was ages in the eighties, so | was OK with alt <
* of that. '
420 Then, ah, iour-twenty was a mile. | just said four twenty fiat, that was easy
enough, & good high school mile. §
799 Saven, nine, nine wes an age. | said it was aimost eighty years old. .
810 And eight ten was a two mile. | just said it's a really fast two mile.
6938 Then sixty-nine, thirty-sight was a ten mile, and | just said it was up there, it
was ke a really slow ten mile.
5502 And then, ch, fity-eight oh two was another ten mile and | said, OK, it's
aimost fifty-sight minutes, it's, it's & good nace ten mile.
3798 . Than uh, thirty-seven ninely-sight was & 10K. it wasn'ta legitimate 10K,
but | just remember saying OK, it's aimost thirty-eight minutes, if you think
) about it Tke that. .
C63 And then ah..., oh, six, three was an age. |sald it was, ah, ke right around
retirement age. .
142 And one forty-two was a half mile. ! said it right around world record half 3
miie. B
886 And then eight, eight, six was an age. | didn't really do much with that, }1
becauss then all of & sudden | had back-to-back sixes, so | linked those two :i
6933 and it was sixty-nine, thirty-:hree, ancther ten mile. 1




Table 6

DD’s Semantic Coding Structures

. bt eani
s N S bl el

Coding Structure Example “
Three-digit groups
Time 3:52

Time + Deumal 56.4

Age + Decimal 79.9 o

"0" + Age 063

Misc Pattern - 111

Four-digit groups

Time 49:27
Time + Decimal 9.02.5
Age + Age 8785
"0" + Three-digit code 02:04
Date 1955
Misc Pattern 9876

Misc Pattern + Decimal 963.2




e I A A W WLy m TS L BT oSG § ST T IR VR O ey S 0B A LB RN G She B PRI (O Ly
TR, PR R T R A R e RIS PTG
- =t : ! - > . B E s
:
x - ;
&
. ..
D D , ’ ,
DusS O
,
.
- . o - B A
TN e R
o— T . £

S
3

1/4m 497 ?
1/2m 142 e
3/4m 315 :

T
.

2, %

PR
omdh
3
S
N
o

X

N ¢
3 x
w ~¢
el
» O

SRR

>
3
8
28

o

N N S B T A I Y I T v
Q8
o
b
0
o
o

ST ey S

poernyre

2,

- 4151 RPNV

RS

£
r

R

X

23




DD's Serial Recall Performance as a Function of List Type g

.

.
, \
List Type :
N " ' ¢
) - FEa AN T s c :
[y P A Tt L
Enriched ' :
|
B A -
- . Ng
)'.
EXS
o
4 A3

. 9.8 v8.8
09 44
1095

) Jan , 29.1 489 o 4
80 188 194 RE
Medien 25.0 43.0 o

t 4037

Mun 433 08.7
ST, 215 51.8 ;
Voonn S4.5 . 54.8 -
5 1.972
Total Recall Time

Mean ’ 724 115.8
8D 374 63.1
Median §7.8 101.85
t 2877

Note. Al fosts one-talied, df = 48. °p< .05; “'p< .01; *“p< .001. Tives reporied in seconds.
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Table 9

GG's Strategles for 1 x 28
__Strategies
o Meen RT 230 303 40 839
Proportion of Trisls 11.9 23.2 58.6 8.1
Meen RT 527 631 728 1014
Visual ;
Proportion of Trisls 11.1 243 81.0 a6

Note: Times given in miliseconds.
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